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We present a method of approximating an invariant measure of a dynamical system from
a finite set of experimental data. Our reconstruction technique automatically provides us
with a partition of phase space, and we assign each set in the partition a certain weight.
By refining the partition, we may make our approximation to an invariant measure of the
reconstructed system as accurate as we wish. Our method provides us with both a singular
and an absolutely continuous approximation, so that the most suitable representation may be
chosen for a particular problem.

1. Introduction

Let $M$ be a finite-dimensional smooth compact manifold and $f: M \to M$ a $C^2$ map. The map
$f$ describes a discrete dynamical system on $M$. We assume that the orbits of $f$ eventually lie near some
limiting set $\Lambda \subset M$. Whether $\Lambda$ is an attractor strictly contained in $M$, or is the whole of $M$, we
do not care. A further assumption is that the system is transitive; this is to give some reason for
hoping that almost all orbits have the same limiting distribution. We seek a single invariant measure
for the system with support on $\Lambda$ that describes the limiting distribution of Lebesgue almost all starting
points. Such a measure, when it exists, (it is known to exist for Axiom A systems) is known as the Sinai-
Bowen–Ruelle (SBR) measure. We of course do not know a priori whether such a measure exists for our
map $f$. For the purposes of this paper we do not even know the function $f$ itself; a reconstruction
must be made from experimental data. What we

are after is “the next best thing” to an SBR measure for our reconstructed map, whatever that may be.

We assume at the outset that we have been given a finite time series of data that has been suc-
cessfully embedded in Euclidean space. This time series would have been a finite sequence of scalar
values obtained from some readout function evaluated at various points in the state space of the dyna-

mical system. The embedding theorem (Thm. 2.7 [Sauer et al., 1991] for example) says that, under
some assumptions on the underlying map, nearly every smooth readout function allows the time se-
ries to be embedded using the simple delay-coordinate technique. We do not concern ourselves
with the technical matters of embedding; from now on we assume that the time series has been repre-

sented as an ordered sequence of points lying in $\mathbb{R}^d$, and proceed to reconstruct a map on $\mathbb{R}^d$ from this
ordered sequence.

The convex hull of the embedded data points is triangulated using $d$-dimensional simplices. For
arbitrary finite $d$, there are computer routines to do this [Watson, 1981, 1992]. Because the embedded points \( \{y_1, \ldots, y_r\} \) are ordered so that \( f(y_i) = y_{i+1}, \ 1 \leq i \leq r - 1 \), there is a natural way to define a reconstruction of \( f \) [Mees, 1991]. In two dimensions, say, choose any simplex; it is fully described by its three vertices. The images of each of its vertices are known, and we define the image of the simplex under the reconstructed map to be simplex described by the images of the vertices. The reconstruction obtained from the triangulation approximates the map linearly on each simplex, producing a continuous, piecewise linear approximation, which we also denote by \( f \) (we never use the real \( f \) so there is no confusion). In this paper, we describe in detail a technique of approximating an invariant measure of \( f \).

We give a brief outline of the process used, in order that the reader may have an overall picture in mind. The evolution of the deterministic dynamical system induced by the map \( f \) is approximated by a randomly perturbed system governed by a finite state Markov chain. The invariant density of the Markov chain will be used as an approximation of the invariant measure of \( f \). We consider the centroid of each simplex as a state and define transition probabilities between them. These transition probabilities generate a transition matrix, which has an invariant density that assigns an asymptotic weight to each state. Our approximation of the invariant measure gives a weight to each of the centroids, equal to the weight of corresponding state. Because of the way that the transition probabilities are defined, it may be shown that as the diameters of the simplices go to zero, the invariant measures constructed from the invariant densities of the Markov chains approach an invariant measure of the triangulated map. We describe techniques of decomposing the simplices in the appropriate way to achieve such convergence. Our approach also offers the choice of either a singular or absolutely continuous approximation to the invariant measure, so that the best representation for a particular problem may be used.

2. A Method of Approximating Invariant Measures

2.1. Representation of the deterministic system as a random system

In order to obtain an approximation of the invariant measure of our deterministic system, we represent our deterministic system as a finite state Markov chain. The abstract states in the random system are to be identified with the centroids of the simplices of the triangulation, so that the evolution of our Markov chain is a random movement from centroids to centroids; see Fig. 1.

By introducing randomness into the new representation, we compensate somewhat for the fact that our original system evolves on an infinite set, whereas our Markov chain moves between a finite set of points.

2.2. Defining the approximation of the invariant measure

Every finite state Markov chain has an invariant density, giving an asymptotic weight to each state. It is the invariant density of the Markov chain that we will be using as an approximation to the invariant measure of the deterministic system. The evolution of the Markov chain is governed by its transition matrix, which has all entries non-negative and row sums equal to one. We enumerate the simplices in some fashion, denoting the \( i \)th simplex by \( S_i \), and putting \( x_i \) as the centroid of \( S_i \). We then define the transition matrix \( P \) by

\[
P_{ij} = \frac{\ell(945f(S_i) \cap S_j)}{\ell(f(S_i))}, \quad 0 \leq i, j \leq \ell, \quad (1)
\]

where \( \ell \) is Lebesgue measure on \( \mathbb{R}^d \). \( P_{ij} \) is the probability that after one iteration of the Markov
chain, $x_i$ moves to $x_j$. Note that $P_{ij} \geq 0$ and $\sum_{j=1}^{m} P_{ij} = 1$ (since the convex hull of the data points is mapped into itself), so that $P$ is a stochastic matrix. Rather than having an initial point as in a deterministic system, we now have an initial distribution $\pi^{(0)} = \{\pi_1^{(0)}, \pi_2^{(0)}, \ldots, \pi_m^{(0)}\}$ for our Markov chain. Subsequent distributions are given by $\pi^{(n)}_{ij} = \sum_{i=1}^{m} \pi^{(n-1)}_i P_{ij}$, with $\pi^{(n)} = \pi^{(0)} P^n$. The invariant density $\pi$ of the finite state Markov chain satisfies $\pi = \pi P$. Throughout, we assume that our Markov chains are ergodic so that they have a unique invariant density.

### 2.3. Increasing the accuracy of the approximation

We define

$$\varepsilon = \max_{1 \leq i \leq m} \frac{\text{diam}(S_i)}{2},$$

the maximal radius of all the simplices in the triangulation, and set

$$\omega_f(\varepsilon) = \sup_{x, y \in M \atop \|x - y\| < \varepsilon} \|f(x) - f(y)\|,$$

the modulus of continuity of $f$. Here $\text{diam}(S_i)$ is twice the maximum distance between the centroid $x_i$ and each of the vertices of $S_i$. The definition of $P_{ij}$ makes our Markov chain a small random perturbation [Kifer, 1988] of the deterministic map $f$. This means that if we are at the centroid $x_i$, and $P_{ij} > 0$, then $f(x_i)$ is not too far from $x_j$. An upper bound on the distance between $f(x_i)$ and $x_j$ is given by $\text{diam}(f(S_i))/2 + \text{diam}(S_j)/2 < \omega_f(\varepsilon) + \varepsilon$. This is because the triangulated map is linear on simplices and $f(x_i)$ is the centroid of $f(S_i)$. So under the evolution of our Markov chain, the centroid $x_i$ may move to any of the centroids $x_j$ contained in the balls centred at $f(x_i)$ with radii $\text{diam}(f(S_i))/2 + \text{diam}(S_j)/2$; see Fig. 2. One may think of our Markov chain as a randomly perturbed system in the following way. Starting at the centroid $x_i$ in our discrete set, the true image $f(x_i)$ is computed, then randomly perturbed by an amount less than $\omega_f(\varepsilon) + \varepsilon$ to a nearby centroid contained in our finite set.

By refining our triangulation, that is, decreasing the maximal size of our simplices, we are able to reduce the perturbations acting on $f$, and the evolution of the random system will become increasingly similar to that of the deterministic system.

Consider a sequence of triangulations, with maximal radii $\varepsilon_1 > \varepsilon_2 > \cdots > \varepsilon_n > \cdots$, such that

$$\lim_{n \to \infty} \varepsilon_n = 0.$$ 

Denote the corresponding transition matrices and invariant densities by $P^{\varepsilon_n}$ and $\pi^{\varepsilon_n}$, respectively. By identifying the density $\pi^{\varepsilon_n}$ with the measure $\sum_{i=1}^{m} \pi^{\varepsilon_n} \delta_{x_i}$ ($\delta_{x_i} \,$ is the delta measure with support $x_i$), we may consider $\pi^{\varepsilon_n}$ as an element of $\mathcal{M}(M)$, the space of all (Borel) probability measures on $M$. Since $M$ is compact, so is $\mathcal{M}(M)$ and we may extract a limit point $\bar{\pi}$ from the sequence $\{\pi^{\varepsilon_n}\}_{n=1}^{\infty}$. It is easy to show [Khas'minskii, 1963] that $\bar{\pi}$ is in fact an invariant measure of the map $f$. However, at this stage, it is difficult to say anything else.

### 2.4. Difficulties with estimating invariant measures of dynamical systems

Deterministic dynamical systems have many invariant measures; semi-colon for example, the measure formed from equally weighted delta measures with support any periodic orbit. We would really like to have an estimate of the "physical" or "natural" measure of the dynamical system which gives areas of high density proportionally more weight than areas of low density. Experimentalists usually take
the physical measure to be the limiting distribution of points of long orbits which show up on a computer for most initial points. This description is far from satisfactory for a number of reasons. Firstly, the computer can only store a finite number of states, so that the computed orbit is eventually periodic; such behaviour may not displayed by the real system. Secondly, the computed orbit is subjected to round-off errors at each iteration, so that there is no guarantee that the eventually periodic orbit is anything like a real orbit of the system. Both of these problems are machine dependent, varying from computer to computer. The difficulties do not stop here, however. Ignoring the imprecision of computers, there is still very little known about the characterisation or existence of "physical" invariant measures of general dynamical systems. Only in relatively simple systems, such as expanding or unimodal maps in one dimension and Axiom A systems in higher dimensions, do notions of "physical" measures take on precise mathematical meanings. Sadly, we do not provide any solutions to these problems here; they are merely mentioned to make the reader aware of some of the difficulties one faces when estimating invariant measures.

We argue that the invariant measures we obtain have physical significance as they arise as limits of invariant measures of systems subjected to small amounts of noise.

3. How to Decompose the Simplices

The size of the perturbations are governed by the radii of the triangles, not the volumes, so that any simplex decomposition technique must be radii reducing. In two dimensions, one may split a triangle up into four identical triangles, each similar to the original, with half its diameter; see Fig. 3.

The vertices of the smaller triangles will consist of the original vertices as well as the midpoints of the sides of the original triangle. Since the images of all the points in the original triangle are known, the images of the smaller triangles are easily computed. In three dimensions, the decomposition problem is not as straightforward, as there is no regular splitting of a tetrahedron. By placing similar tetrahedrons of half-diameter at each of the four corners of the original tetrahedron, one is left with an octahedron in the middle. The octahedron may then be decomposed into four more tetrahedra. The splitting methods we use are ones which reduce the diameter of the simplex while not producing too many subsimplices. In any dimension there is a natural way of splitting simplices called barycentric subdivision. However, this subdivision reduces the diameter too slowly and produces too many subsimplices. For example, in two dimensions, six subsimplices are created for a diameter reduction of two-thirds its original; our method produces four subsimplices for a diameter reduction of one half. In three dimensions, barycentric subdivision would produce 24 subsimplices for a diameter reduction of only three quarters. The situation worsens in higher dimensions; in general, barycentric subdivision produces \((d+1)!\) subsimplices for a diameter reduction of \(d/(d+1)\) in dimension \(d\).

In order to decrease the maximum perturbation, simplices whose image is large or are themselves large should be targeted for splitting up. Because of the typically large variation in simplex diameter, splitting up the larger simplices first is more efficient than blindly splitting up all the simplices the same number of times. Some simplices may initially need to be split repeatedly in order to reduce their diameter to a level comparable to most simplices in the triangulation. We may make the simplices as small as we desire (subject to computer time and memory constraints), thus reducing the perturbations, and increasing the accuracy of our estimate of the invariant measure.

4. Representations of the Approximation

Recall that our approximation of the invariant measure is a finite convex combination of delta measures, with each delta measure having support at the centroid of some simplex in the triangulation; see Fig. 4(a). To integrate a function \(g: M \to \mathbb{R}\) with respect to this representation, one merely sums...
the values of $g$ evaluated at the centroids and weights them according to the invariant density $\pi$, so that $\int_M g \, d\pi = \sum_{i=1}^m g(x_i)\pi_i$. This approximation is singular with respect to Lebesgue measure, that is, the measure gives sets of Lebesgue measure zero (namely, the centroids) positive measure. There may be circumstances in which an absolutely continuous estimate of an invariant
measure is required, that is, a measure which assigns sets of Lebesgue measure zero, zero measure. For example, Perron–Frobenius theory may only be applied to absolutely continuous measures. Such an estimate may be constructed from the singular approximation by uniformly distributing the weight concentrated at the centroids over their respective simplices; see Fig. 4(b). We define the absolutely continuous representation $\pi_{\text{abs}}$ by

$$\pi_{\text{abs}}(A) = \sum_{i=1}^{m} \frac{\ell(A \cap S_i)}{\ell(S_i)} \pi_i,$$

for $A$ a Borel measurable set, so that

$$\int_M g(x) d\pi_{\text{abs}}(x) = \sum_{i=1}^{m} \frac{\pi_i}{\ell(S_i)} \int_{S_i} g(x) d\ell(x).$$

The absolutely continuous representation is equivalent to the singular representation in the following sense. If $\{\pi_{\text{fn}}\}_{n=1}^{\infty}$ is a sequence of (singular) probability measures converging weakly to an invariant measure $\tilde{\pi}$, then the sequence of absolutely continuous probability measures $\{\pi_{\text{fn}}\}_{n=1}^{\infty}$ constructed from the $\pi_{\text{fn}}$ as above also converges to $\tilde{\pi}$. In particular, this shows that weak limits of the absolutely continuous measures are invariant.

5. Examples

For ease of presentation, we restrict our examples to the two-dimensional case, and estimate invariant measures of the Hénon map $f_1: X \rightarrow X, X \subset \mathbb{R}^2$ and a nonlinear torus map $f_2: S^1 \times S^1 \rightarrow S^1 \times S^1$.

$$f_1(x, y) = (-1.4x^2 + y + 1, 0.3x).$$

$$f_2(x, y) = (y + 0.1 \sin(2\pi x) + 2x + 0.2 \cos(2\pi x),$$

$$x + 0.1 \cos(2\pi x)) \quad \text{(mod 1)}.$$

We give three examples, two for the Hénon map and one for the torus map. The first example is an estimation of the invariant measure of the Hénon map from an 80 point orbit. The triangles and centroids of the nontransient states of the induced Markov chain are shown in Fig. 1. To decrease the radii of the triangles, each of the triangles was split up twice, so that the resulting maximal triangle diameter was a quarter of its original value. After computing the transition matrix, it is easy to see that some states may be neglected immediately. If the transition matrix has a column of zeros, that is, $P_{ij} = 0$ for all $i = 1, \ldots, m$ for some $j$, then state $j$ may be thrown away. This is because a column of zeros in the $j$th position means that all image simplices have empty intersection with $S_j$; that is, nothing is mapped into $S_j$. After throwing away such states, there are still other states which do have pieces of simplices mapped into them, but the intersections are so small that their asymptotic density is zero. These states are called transient and have zero weight; we are concerned only with the nontransient states as they are the ones that contribute to the approximation of the invariant measure. In this example, the original triangulation had 124 triangles, four of which corresponded to zero column sums of the transition matrix. These four were neglected, and the remaining 120 split up twice, discarding simplices not intersecting the image triangulation after the first splitting. This produced 628 triangles, 437 of which intersected the image triangulation, 366 of these being nontransient. Both the singular and absolutely continuous representations of the estimates of an invariant measure of the reconstruction obtained from the 80 point orbit are shown in Fig. 4.

Our second example is an illustration of what effect smaller perturbations have on the estimates of the invariant measures. Here, we use 87 data points, chosen so that the triangles are smaller than

Fig. 5. Nontransient triangles of the triangulation obtained from 87 data points generated by the Hénon map. The original triangulation contained 139 triangles, but only 86 of these intersected the image triangulation, so that the 53 triangles could be removed without any splitting up required. All of the remaining 86 triangles were nontransient.
those arising from a typical orbit of 87 points. The nontransient triangles are shown in Fig. 5.

We are able to remove 53 triangles straight away without any splitting. The Hénon attractor has a large gap between the two "arms" on the left hand side, so that triangulations arising from a time series always produce large triangles spanning this gap. It should be noted, however, that these triangles
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Fig. 6. (a) Singular approximation of the invariant measure of the Hénon map using 87 data points. The measure is a convex combination of 708 delta measures, which are shown as spikes in this two-dimensional plot. The base of the spike represents the position of the support of the measure and the height represents the relative weight given to the centroid. (b) Absolutely continuous approximation of the invariant measure of the Hénon map using 87 data points and 708 triangles. Darker shades of grey represent regions of higher density.
are not as large as they appear, because of the difference in the scaling of the two coordinates. The action of the map is also such that triangles that are mapped onto one of the "arms" are stretched into long, thin triangles with large diameter. By choosing points which are more equally spaced throughout the convex hull of the data points, these problems are avoided. Of course, we can split up the triangles generated by a time series so that they are as small as we please; it just takes time. Starting with specially chosen data points speeds things up.

We applied the splitting procedure twice, preferentially targeting larger triangles and triangles with large images. The first splitting produced 482 triangles, 339 of which intersected the image, with 314 of these being nontransient. The 339 triangles were again split up to obtain 1047 simplices, with 764 intersecting the image triangulation and 708 nontransient. Both representations of the estimates of the measures are shown in Figs. 6(a) and 6(b).

In order to quantify the "average" perturbation that the random system is subjected to, we define a mean perturbation by

\[
\text{Mean Perturbation} = \sum_{i=1}^{m} \pi_i \sum_{j=1}^{m} P_{ij} d_{ij},
\]

where \(d_{ij}\) is the distance between the centroids of \(f(S_i)\) and \(S_j\). The values of the maximum and mean perturbation for both reconstructions of the Hénon map are shown in Table 1.

---

**Table 1. Perturbation Values of the Sequence of Splittings of the two Triangulations of the Hénon Map.**

<table>
<thead>
<tr>
<th>Number of Data Points</th>
<th>Number of Non-Transient States</th>
<th>Maximum Perturbation</th>
<th>Mean Perturbation</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>120</td>
<td>0.4728</td>
<td>0.0853</td>
</tr>
<tr>
<td>80</td>
<td>366</td>
<td>0.2025</td>
<td>0.0386</td>
</tr>
<tr>
<td>87</td>
<td>86</td>
<td>0.4169</td>
<td>0.0866</td>
</tr>
<tr>
<td>87</td>
<td>314</td>
<td>0.1647</td>
<td>0.0349</td>
</tr>
<tr>
<td>87</td>
<td>708</td>
<td>0.0990</td>
<td>0.0191</td>
</tr>
</tbody>
</table>

---

**Fig. 7.** Orbit of length 10,000 generated by the piecewise linear approximation to (5) using an orbit of length 11. The piecewise linear approximation is a good one in the sense that long orbits generated by the true map have similar distributions. Here the torus has been unwrapped onto the unit square.

**Fig. 8.** Absolutely continuous approximation of the invariant measure of (5) using an 11 point orbit and a partition of 20 triangles. Darker shades of grey represent regions of higher density. The torus has been unwrapped onto the unit square.
[Kohda & Shinji, 1992] have estimated an invariant measure of the Hénon map using a related method. They approximate the infinite dimensional Perron–Frobenius operator by a finite dimensional operator, and compute the fixed point of this simpler operator. Fixed points of the Perron–Frobenius operator correspond to absolutely continuous invariant measures, and they argue that the density obtained from their finite dimensional approximation is close to an important invariant measure of the Hénon system.

Our third example estimates the invariant measure of the nonlinear torus map (5). We use an 11 point orbit to reconstruct the piecewise linear approximation, with the resulting triangulation containing 20 simplices. For calculation and pictorial representation of the invariant density, we unwrap the torus onto the unit square, identifying opposing edges and giving them the same orientation. An orbit of length 10 000 generated by the piecewise linear map is shown in Fig. 7; an almost identical distribution appears for long orbits generated by the true map. Figure 8 is the absolutely continuous approximation of the invariant density, using the original 20 triangles. The 10 000 point orbit was then used to compute a histogram on the 20 set partition, the result is shown in Fig. 9.

Comparing Figs. 8 and 9 we see that even with large perturbations the approximation on this coarse partition is not too bad. The partition was refined by splitting up the triangles as before to reduce the maximal diameter. The splitting produced 200 triangles, all of which are nontransient. The corresponding pictures to Figs. 8 and 9 are shown in Figs. 10 and 11.

Again we see that the densities shown in Figs. 10 and 11 are not very different, suggesting that the approximation shown in Fig. 10 is reasonable. One should keep in mind that this approximation has been generated by an orbit of only eleven points.
Table 2 shows the perturbation values for the original and split triangulations.

Similar work has been done [Mees et al. 1993], where the invariant density of (5) is estimated from 11 and 101 point orbits using the technique of Kodha & Shinji [1992]. The method used to find the forward image of the triangulation on the torus is detailed in Mees et al. [1993].

5.1. "Pushing forward" the approximation

As a possible way of increasing the accuracy of the approximations, one could map the approximate measure forward one iteration. For example, in the case of the singular approximation, we take the spike with base $x_i$ and reposition it at $f(x_i)$.

In the case of the absolutely continuous approximation, (which is derived from a corresponding singular approximation), the weight is spread uniformly over $f(S_i)$, after repositioning the spike as above. All of this amounts to a mapping $\tilde{f}: \mathcal{M}(M) \to \mathcal{M}(M)$ from the space of probability measures to itself, given by $\tilde{f}(\pi) = \pi \circ f^{-1}$. By definition, the exact invariant measure will be a fixed point of $\tilde{f}$, so that one may think that good approximations of the exact invariant measure will not change a great deal under $\tilde{f}$. Because the dynamical system typically has an attractor, it is reasonable to suppose that mapping the measure forward will increase the accuracy of the support of the measure, because it will be attracted towards the attractor. This argument has been made rigorous (Kifer [1988], p. 143) for uniformly hyperbolic attractors using

![Fig. 12. Singular approximation of the invariant measure of the Hénon map using an 80 point orbit. The measure is a convex combination of 366 delta measures, which are shown as spikes in this two-dimensional plot. This measure is constructed by placing the weight given to the centroid $x_i$ at the position $f(x_i)$. In other words, if $\pi$ is the measure shown in Fig. 4(a), then this measure denoted $\hat{\pi}$ equals $\pi \circ f^{-1}$. The base of the spike represents the position of the support of the measure and the height represents the relative weight given to the centroid.](image-url)
shADOWING PROPERTIES. FOR AXIOM A ATTRACTIONS, IT IS KNOWN THAT THE (UNIQUE) LIMIT POINT OF REPEATED PUSH-FORWARDS OF ANY ABSOLUTELY CONTINUOUS MEASURE WITH SUPPORT CONTAINED IN THE BASIN OF ATTRACTION IS THE SBR MEASURE [RUELLE, 1976]. SO ROUGHLY SPEAKING, PUSHING FORWARD OUR ABSOLUTELY CONTINUOUS APPROXIMATION ENOUGH, SHOULD IMPROVE ITS ACCURACY. TO SATISFY THE READER’S CURIOSITY, FIGS. 12–14 SHOW THE RESULTS OF MAPPING FORWARD THE APPROXIMATIONS TO THE INVARIANT DENSITIES OF OUR THREE EXAMPLES. AS FAR AS THE ACCURACY OF THE SUPPORT GOES, FIGS. 12 AND 13 SHOW MARKED IMPROVEMENTS. COMPARING FIG. 14 WITH FIG. 7 SHOWS WE DO QUITE WELL WITH ONE PUSH-FORWARD.

6. DISCUSSION

WE HAVE DESCRIBED A METHOD OF APPROXIMATING AN INVARIANT MEASURE OF A RECONSTRUCTION OF A DYNAMICAL SYSTEM FROM A FINITE SET OF DATA. THE APPROXIMATION MAY BE MADE AS ACCURATE AS DESIRED, SUBJECT TO COMPUTING ACCURACY, TIME, AND MEMORY. ALTHOUGH WE HAVE ONLY CONSIDERED ESTIMATING AN INVARIANT MEASURE OF THE RECONSTRUCTED SYSTEM, WE CAN DO BETTER THAN THIS IF WE HAVE MORE DATA POINTS AT OUR DISPOSAL. IF THE DIAMETER OF THE TRIANGLES GOES TO ZERO, BY VIRTUE OF THERE BEING MORE DATA POINTS MADE AVAILABLE, RATHER THAN SPLITTING THEM UP, THE LIMITING MEASURE IS AN INVARIANT MEASURE OF THE TRUE SYSTEM. THIS IS BECAUSE THE ACCURACY OF THE RECONSTRUCTION ALSO DEPENDS ON THE DIAMETER OF
the triangles. Splitting the triangles increases the accuracy of the Markov chain representation, but adds no new information to the reconstruction. To expect a better approximation of an invariant measure of the true map, one requires more information in the form of more data points.

We are still left with the problem that we don’t know which invariant measure we are approximating. One would hope that it is an interesting or important invariant measure of the system; see discussion in Diamond et al. for possible candidates. As mentioned earlier, little is known about invariant measures of general dynamical systems. Kifer [1988, p. 157] has shown that for perturbations based on continuous diffusions with exponential decay, the limiting measure is the Sinai–Bowen–Ruelle (SBR) measure in the case of Axiom A attractors. Young [1986] has shown a similar result for continuous linear diffusions restricted to $\epsilon$-balls. For Axiom A attractors, the SBR measure has its support contained in the attractor, is absolutely continuous in unstable directions, and is the limiting distribution for all orbits starting in a set of full Lebesgue measure. It is generally considered to be the “physical” measure for hyperbolic systems.

Our perturbations do not fall into the class considered in Kifer [1988], though it is hoped that a similar result is true for the limiting measures we obtain. A partial result [Froyland] is that in the case of two-dimensional Anosov systems, our construction yields the SBR measure in the zero noise limit, provided our partitions are Markov. Extending this to arbitrary partitions is a matter for future work.
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