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Abstract. We study multivariate integration of analytic functions defined on \( \mathbb{R}^d \). These functions are assumed to belong to a reproducing kernel Hilbert space whose kernel is Gaussian, with nonincreasing shape parameters. We prove that a tensor product algorithm based on the univariate Gauss-Hermite quadrature rules enjoys exponential convergence and computes an \( \varepsilon \)-approximation for the \( d \)-variate integration using an order of \((\ln \varepsilon^{-1})^d \) function values as \( \varepsilon \) goes to zero. We prove that the exponent \( d \) is sharp by proving a lower bound on the minimal (worst case) error of any algorithm based on finitely many function values. We also consider four notions of tractability describing how the minimal number \( n(\varepsilon, d) \) of function values needed to find an \( \varepsilon \)-approximation in the \( d \)-variate case behaves as a function of \( d \) and \( \ln \varepsilon^{-1} \). One of these notions is new. In particular, we prove that for all positive shape parameters, the minimal number \( n(\varepsilon, d) \) is larger than any polynomial in \( d \) and \( \ln \varepsilon^{-1} \) as \( d \) and \( \varepsilon^{-1} \) go to infinity. However, it is not exponential in \( d^t \) and \( \ln \varepsilon^{-1} \) whenever \( t > 1 \).

1. Introduction

We study \( d \)-variate integration with (product) Gaussian functions. We assume that integrands are analytic functions defined over \( \mathbb{R}^d \) and they are from the reproducing kernel Hilbert space \( H(K_{d, \gamma}) \) whose reproducing kernel \( K_{d, \gamma} \) is Gaussian and depends on the so-called shape parameters. We stress that the number of variables, \( d \), can be arbitrary. We prove that a tensor product algorithm based on the univariate Gauss-Hermite quadratures enjoys exponential convergence and computes an \( \varepsilon \)-approximation for the \( d \)-variate integration using an order of \((\ln \varepsilon^{-1})^d \) function values as \( \varepsilon \) goes to zero. We prove that the exponent \( d \) is sharp by proving a lower bound on the minimal worst case error of any algorithm based on finitely many function values. We also consider four notions of tractability describing how the minimal number \( n(\varepsilon, d) \) of function values needed to find an \( \varepsilon \)-approximation in the \( d \)-variate case behaves as a function of \( d \) and \( \ln \varepsilon^{-1} \).

The function space \( H(K_{d, \gamma}) \) has been used in numerous applications, see [3, 7, 8, 9, 17, 23, 34] for numerical computation, and [2, 4, 12, 22, 28, 29, 32] for statistical learning, as well as [11] for engineering. More precisely, let

\[
\mathcal{I}_d f := \int_{\mathbb{R}^d} f(x) \prod_{j=1}^{d} \frac{\exp(-x_j^2)}{\sqrt{\pi}} \, dx \quad \text{for } f \in H(K_{d, \gamma}),
\]

where the reproducing kernel $K_d,\gamma$ of the Hilbert space $H(K_d,\gamma)$ is defined by weighted Gaussian kernels,

$$K_d,\gamma(x, y) := \prod_{j=1}^{d} K_{\gamma_j}(x_j, y_j), \quad K_\gamma(x, y) := \exp(-\gamma^2(x-y)^2),$$

for $x, y \in \mathbb{R}^d$, where $\gamma = \{\gamma_j\}$ is a sequence of shape parameters satisfying

$$1 > \gamma_1^2 \geq \gamma_2^2 \geq \cdots > 0$$

with the shape parameters not depending on $d$. The case of shape parameters greater or equal to one as well as depending on $d$ is left open for future research.

The space $H(K_d,\gamma)$ defined this way is a tensor product of the univariate spaces $H(K_{\gamma_j})$ with reproducing kernels $K_{\gamma_j}$ for $j = 1, 2, \ldots, d$. More details about the function spaces $H(K_{\gamma_j})$ and $H(K_d,\gamma)$ will be given in the next section. Note that throughout this paper we use calligraphic notation to denote functions or operators in the multivariate case, while non-calligraphic notation is used for the univariate case.

Gauss-Hermite quadratures were analyzed in [17] for univariate integration in the space $H(K_{\gamma_j})$. They are classical quadrature rules which sample the integrand at zeros of the orthogonal Hermite polynomials and with quadrature coefficients chosen to achieve the maximal order of exactness for polynomials. Intuitively, Gauss-Hermite quadratures may not be the sensible choice for this function space since the space does not contain any nonzero polynomials. Despite this, our results show that the choice of Gauss-Hermite quadratures is quite reasonable and nearly optimal. We add in passing that Gauss-Hermite quadratures are studied for another space of analytic functions containing all polynomials in the recent paper [14].

For the space $H(K_{\gamma_j})$ with norm denoted by $\| \cdot \|_{H(K_{\gamma_j})}$, it was proved in [17] that the (worst case) error for Gauss-Hermite quadratures $Q_n$ which uses $n$ function values is bounded by $^1$

$$e(Q_n) := \sup_{f \in H(K_{\gamma_j})} \frac{|I_1 f - Q_n f|}{\|f\|_{H(K_{\gamma_j})}} \leq \beta_n \gamma^{2n}, \quad \text{with} \quad \beta_n := \frac{n!}{2^n (2n)!} \sqrt{(4n)!}$$

Later we will show in Lemma 3.1 that $\{\beta_n\}$ is an almost constant sequence since

$$0.84 \ldots = 2^{-1/4} < \beta_n \leq \frac{\sqrt{3}}{2} = 0.86 \ldots \quad \text{for all} \quad n \in \mathbb{N} := \{1, 2, \ldots\}.$$ 

Hence we have exponential convergence if $\gamma^2 < 1$, and this is why we assumed that all shape parameters satisfy $\gamma_j^2 < 1$ in (1.3).

The above result from [17] serves as an upper bound on the $n$th minimal error $e_{1,n}^{\min}$ i.e., the smallest error among all algorithms using $n$ function evaluations for univariate integration in $H(K_{\gamma_j})$. The precise definition of the $n$th minimal error $e_{d,n}^{\min}$ for the $d$-variate case (covering also the univariate case $e_{1,n}^{\min}$) is given in (3.1) and (3.2).

The main problem studied in this paper is multivariate integration with an arbitrary number $d$ of variables. We obtain three new results:

---

^1It was mistakenly claimed in [17] that the upper bound in (1.4) is the exact error, due to a false step in the lower bound argument.
(1) An upper bound for the \( n \)th minimal error for the \( d \)-variate case \( \varepsilon_d^{\text{min}} \) based on the error of the tensor product algorithm of univariate Gauss-Hermite quadratures.

(2) A lower bound for the \( n \)th minimal error for the univariate case \( \varepsilon_1^{\text{min}} \) which behaves similarly to the error of the Gauss-Hermite quadrature \( Q_n \) so that the Gauss-Hermite quadrature is nearly optimal.

(3) A lower bound for the \( n \)th minimal error for the \( d \)-variate case \( \varepsilon_d^{\text{min}} \) which behaves similarly to the error of the tensor product algorithm of univariate Gaussian-Hermite quadratures so that this algorithm is nearly optimal.

Moreover, we study four notions of tractability with exponential convergence. The first three are as in [5, 6, 14, 15, 16], see also [18, 19, 20] for general tractability study. The fourth notion seems to be new and is related to the notions studied in [21, 25]. These notions are defined as follows.

Given \( \varepsilon \in (0, 1) \) and \( d \geq 1 \), the information complexity \( n(\varepsilon, d) \) is defined as the minimal number of function values \( n \) required for the \( d \)-variate case so that the \( n \)th minimal error \( \varepsilon_d^{\text{min}} \) is at most \( \varepsilon \text{CRI}_d \). For the absolute error criterion, we take \( \text{CRI}_d = 1 \), whereas for the normalized error criterion, we take \( \text{CRI}_d = ||I_d|| \), where \( ||I_d|| \) denotes the operator norm of the functional \( I_d \) in \( H(K_d, \gamma) \). Observe that \( ||I_d|| \) is precisely the error of the zero algorithm, and therefore \( \varepsilon ||I_d|| \) means that we want to reduce the error of the zero algorithm by a factor \( \varepsilon \). It will be shown that

\[
||I_d|| = \prod_{j=1}^{d} (1 + 2\gamma_j^2)^{-1/4}. 
\]

Hence \( ||I_d|| < 1 \) for all \( \gamma \). Furthermore \( ||I_d|| \) can be exponentially small in \( d \) for some \( \gamma \). This holds, in particular, for constant weights \( \gamma_j^2 = \gamma_1^2 \) for all \( j \). Therefore, the normalized error criterion is harder (and sometimes much harder) than the absolute error criterion. Indeed, observe that for the absolute error criterion we have \( n(\varepsilon, d) = 0 \) if \( \varepsilon \geq ||I_d|| \) since the zero algorithm does the job. When \( ||I_d|| \) is exponentially small in \( d \), we have \( n(\varepsilon, d) \geq 1 \) only if \( \varepsilon \) is exponentially small in \( d \).

On the other hand, for the normalized error criterion we have \( n(\varepsilon, d) \geq 1 \) for all \( \varepsilon \in (0, 1) \).

We specify what we mean by various notions of tractability with exponential convergence. We begin with the notions of exponential and uniform exponential convergence.

- **EXP**: *Exponential convergence* means that there exists a number \( q \in (0, 1) \) such that for all \( d = 1, 2, \ldots \), there are positive numbers \( C_{1,d}, C_{2,d} \) and \( p_d \) for which

\[
\varepsilon_d^{\text{min}} \leq C_{1,d} q^{(n/C_{2,d})^{p_d}} \quad \text{for all } n \in \mathbb{N}. 
\]

By the exponent of EXP we mean

\[
p_d^* = \sup\{p_d \mid \text{for } p_d \text{ satisfying (1.6)}\}. 
\]

- **UEXP**: *Uniform exponential convergence* means that (1.6) holds for \( p_d \) independent of \( d \), i.e., \( p_d = p > 0 \) for all \( d \). In this case, the exponent of UEXP is

\[
p^* = \sup\{p \mid \text{for } p_d = p \text{ satisfying (1.6)} \text{ for all } d \}. 
\]
Obviously if (1.6) holds for some $q \in (0, 1)$ it also holds for any $\tilde{q} \in (0, 1)$ with appropriately redefined $C_{2,d}$.

The three known notions of tractability for the absolute and normalized error criteria are then defined as follows.

- **EC-SPT**: \textit{Exponential convergence strong polynomial tractability} holds iff there are positive numbers $C$ and $\tau$ such that
  \begin{equation}
  n(\varepsilon, d) \leq C(1 + \ln \varepsilon^{-1})^\tau \quad \text{for all } \varepsilon \in (0, 1) \text{ and } d \in \mathbb{N}.
  \end{equation}
  The exponent of EC-SPT is $\tau^* = \sup\{\tau \mid \tau \text{ satisfying (1.7)}\}$.

- **EC-PT**: \textit{Exponential convergence polynomial tractability} holds iff there are positive numbers $C$ and $\tau_1, \tau_2$ such that
  \begin{equation}
  n(\varepsilon, d) \leq C d^{\tau_1} (1 + \ln \varepsilon^{-1})^{\tau_2} \quad \text{for all } \varepsilon \in (0, 1) \text{ and } d \in \mathbb{N}.
  \end{equation}

- **EC-WT**: \textit{Exponential convergence weak tractability} holds iff
  \begin{equation}
  \lim_{d + \varepsilon^{-1} \to \infty} \frac{\ln n(\varepsilon, d)}{d + \ln \varepsilon^{-1}} = 0.
  \end{equation}
  This means that the limit is zero for all possible ways in which $d + \varepsilon^{-1}$ goes to infinity.

We also propose a new notion of tractability which depends on two parameters $(t, \kappa)$ such that $t, \kappa \geq 1$ and $\max(t, \kappa) > 1$, i.e., they are both at least one and at least one of them is larger than one. We have

- **EC-$(t, \kappa)$-WT**: \textit{Exponential convergence $(t, \kappa)$-weak tractability} holds iff
  \begin{equation}
  \lim_{d + \varepsilon^{-1} \to \infty} \frac{\ln n(\varepsilon, d)}{d^t + (\ln \varepsilon^{-1})^\kappa} = 0.
  \end{equation}
  For $t = 1$ and $\kappa > 1$ this notion was defined and studied in [21]. For arbitrary $(t, \kappa)$ and with $\ln \varepsilon^{-1}$ replaced by $\varepsilon^{-1}$ this notion was defined and studied in [25].

Note that the case $t = \kappa = 1$ is the same as EC-WT. That is why we assume that at least one of $t$ and $\kappa$ is larger than one to be sure that EC-$(t, \kappa)$-WT does not coincide with EC-WT.

EC-$(t, \kappa)$-WT means that the information complexity $n(\varepsilon, d)$ is not exponential in $d^t$ and $(\ln \varepsilon^{-1})^\kappa$. However, it may happen that $n(\varepsilon, d)$ is exponential in $d^{t_1}$ or $(\ln \varepsilon^{-1})^{\kappa_1}$ for $t_1 < t$ or $\kappa_1 < \kappa$. In particular, for $t > 1$ we may have an exponential dependence on $d$ which is called the curse of dimensionality. To illustrate this point, let us assume that $n(\varepsilon, d) = (2 \varepsilon^{-1})^d$ so that the curse of dimensionality holds. It is easy to check that we have EC-$(t, \kappa)$-WT iff $t^{-1} + \kappa^{-1} < 1$. On the other hand, if $n(\varepsilon, d) = (2 \ln \varepsilon^{-1})^d$ then the curse still holds but we have EC-$(t, \kappa)$-WT iff $t > 1$. This means that if we insist that the curse of dimensionality does not hold then we have to take $t = 1$ and we have the case studied in [21].

We list these notions of tractability from the most to the least demanding, i.e.,

- **EC-SPT** \implies **EC-PT** \implies **EC-WT** \implies **EC-$(t, \kappa)$-WT**.

It is easy to see that EC-PT for the absolute or normalized error criterion implies UEXP and $p^* \geq 1/\tau_2$. Hence, the lack of UEXP implies the lack of EC-PT in the absolute and normalized error criteria.
The notions of tractability depend on the error criterion. Indeed, let $n^{\text{ABS}}(\varepsilon, d)$ and $n^{\text{NOR}}(\varepsilon, d)$ denote the information complexity $n(\varepsilon, d)$ for the absolute and normalized error criteria, respectively. Obviously,

$$n^{\text{NOR}}(\varepsilon, d) = n^{\text{ABS}}(\varepsilon \|I_d\|, d),$$

where $\|I_d\|$ is given by (1.5). Clearly, $\|I_d\|$ is decreasing in $d$ and therefore

$$\|I_\infty\| := \lim_{n \to \infty} \|I_n\| < \|I_d\| \leq \|I_1\|$$

for all $d \in \mathbb{N}$. Therefore

$$n^{\text{ABS}}(\varepsilon \|I_1\|, d) \leq n^{\text{NOR}}(\varepsilon, d) \leq n^{\text{ABS}}(\varepsilon \|I_\infty\|, d) \quad \text{for all } d \in \mathbb{N}.$$ 

It is easy to check that

$$\|I_\infty\| > 0 \quad \text{iff} \quad \sum_{j=1}^{\infty} \gamma_j^2 < \infty.$$

If $\|I_\infty\| > 0$ then it is also easy to verify that each tractability notion

EC-SPT, EC-PT, EC-WT and EC-(t, \kappa)-WT

is equivalent for the absolute and normalized error criteria. In this case, it is enough to study only one error criterion.

We study these notions of tractability and prove the following theorem.

**Theorem 1.1.** Consider multivariate integration in the space $H(K_d, \gamma)$ with shape parameters $\gamma = \{\gamma_j\}$ satisfying (1.3). Then

(a) For all shape parameters, EXP holds.

(b) The exponent of EXP is $p_d = 1/d$ for all $d \in \mathbb{N}$.

(c) For all shape parameters, UEXP does not hold. This implies the lack of EC-SPT and EC-PT for the absolute and normalized error criteria.

(d) For every $d \in \mathbb{N}$ and for the absolute and normalized error criteria, there are positive $c_d, C_d$ and $\varepsilon_d$ such that

$$c_d \left( \frac{\ln \varepsilon^{-1}}{\ln \varepsilon^{-1}} \right)^d \leq n(\varepsilon, d) \leq C_d \left( \ln \varepsilon^{-1} \right)^d \quad \text{for all } \varepsilon \in (0, \varepsilon_d).$$

The upper bound on $n(\varepsilon, d)$ is attained by the tensor product algorithm of univariate Gaussian-Hermite quadratures.

(e) For some shape parameters, EC-WT holds for the absolute and normalized error criteria. In particular, this is the case for $\gamma_j^2 = \mathcal{O}(\exp(-j^\alpha))$ with $\alpha > 1$.

(f) For some shape parameters, EC-WT does not hold for either the absolute or normalized error criterion. In particular, this is the case when $\lim_{j \to \infty} \gamma_j^2 > 0$.

(g) For some shape parameters, EC-(1, \kappa)-WT holds for the absolute error criterion. In particular, this is the case when $\lim_{j \to \infty} \gamma_j^2 > 0$.

(h) For all shape parameters, EC-(t, \kappa)-WT holds for both the absolute and normalized error criteria whenever $t > 1$.

We now discuss the implications of our results presented in Theorem 1.1. First of all, they show that the tensor product of univariate Gauss-Hermite algorithms is nearly optimal for all $d$ and all shape parameters. However, the information
complexity, which is the minimal number of function values needed to compute an ε-approximation for the d-variate case, very much depends on d and the shape parameters. Modulo a double logarithm of ε⁻¹, the information complexity as a function of ε⁻¹ is proportional to (ln ε⁻¹)⁴ for all shape parameters. We stress that the exponent d of the last bound is sharp. For relatively small d, this is a positive result and we can solve the multivariate integration problem with a relatively small cost. The situation is quite different if d becomes large. Then, although exponential convergence is still present, its exponent decays to zero. This has many negative consequences. We do not have uniform exponential convergence as well as the information complexity is larger that any polynomial in d. This means that EC-PT never holds even for pathologically small shape parameters. If we relax EC-PT and switch to EC-WT then EC-WT holds for some shape parameters. In fact, this holds for exponentially decaying shape parameters. If we further relax the tractability notion then we have EC-(t,κ)-WT for all shape parameters whenever t > 1. This means, however, that we accept an exponential dependence on d⁻¹t⁻¹ for t₁ ∈ [1, t).

We stress that our results for EC-WT and EC-(1, κ)-WT are not complete. We do not know matching necessary and sufficient conditions on γ for which EC-WT and EC-(1, κ)-WT hold for the absolute and normalized error criteria.

2. Function space with the Gaussian kernel

We first introduce the univariate reproducing kernel Hilbert space \( H(K) \) with the Gaussian kernel \( K \) given by (1.2), where \( \gamma^2 \in (0, 1) \) is the shape parameter.

Let \( \langle \cdot, \cdot \rangle_{L_2} \) denote the inner product in the \( L_2 \) space with weight function \( e^{-x^2}/\sqrt{\pi} \), i.e.,

\[
\langle f, g \rangle_{L_2} := \int_{-\infty}^{\infty} f(x) g(x) \frac{\exp(-x^2)}{\sqrt{\pi}} \, dx \quad \text{for all } f, g \in L_2.
\]

The space \( H(K) \) consists of analytic functions with the inner product

\[
\langle f, g \rangle_{H(K)} := \sum_{\ell=1}^{\infty} \frac{1}{\lambda_{\ell, \gamma}} (f, \varphi_{\ell, \gamma})_{L_2} (g, \varphi_{\ell, \gamma})_{L_2} \quad \text{for all } f, g \in H(K).
\]

The norm is given as usual by \( \| \cdot \|_{H(K)} := \langle \cdot, \cdot \rangle_{H(K)}^{1/2} \). Here, \( \lambda_{\ell, \gamma} \) and \( \varphi_{\ell, \gamma} \) are, respectively, non-increasing eigenvalues and \( L_2 \)-orthonormal eigenfunctions of the integral operator,

\[
\int_{-\infty}^{\infty} K_{\gamma}(x, y) \varphi_{\ell, \gamma}(x) \frac{\exp(-x^2)}{\sqrt{\pi}} \, dx = \lambda_{\ell, \gamma} \varphi_{\ell, \gamma}(y), \quad \ell = 1, 2, \ldots.
\]

Specifically we have, see e.g., [22, Section 4.3.1] and [9],

(2.1) \[ \lambda_{\ell, \gamma} := (1 - \omega_\gamma) \omega_{\ell-1}^{\ell-1}, \quad \text{with} \quad \omega_{\gamma} := \frac{2\gamma^2}{1 + 2\gamma^2 + \sqrt{1 + 4\gamma^2}}, \]

and

(2.2) \[ \varphi_{\ell, \gamma}(x) := \sqrt{\frac{(1 + 4\gamma^2)^{1/4}}{2^{\ell-1}(\ell-1)!}} \exp \left( -\frac{2\gamma^2 x^2}{1 + \sqrt{1 + 4\gamma^2}} \right) H_{\ell-1} \left( (1 + 4\gamma^2)^{1/4} x \right), \]

where \( H_{\ell-1} \) is the standard Hermite polynomial of degree \( \ell - 1 \), see e.g., [13],

\[
H_{\ell-1}(x) = (-1)^{\ell-1} e^{x^2} \frac{d^{\ell-1}}{dx^{\ell-1}} e^{-x^2} \quad \text{for all } x \in \mathbb{R}.
\]
Clearly, \( \omega_\gamma < 1 \). It is easy to check that \( \omega_\gamma \) is an increasing function of \( \gamma \in (0, 1) \) and \( \omega_\gamma = \gamma^2 (1 + o(1)) \) as \( \gamma \) goes to zero. Moreover, \( \varphi_{\ell, \gamma} \)'s are \( H(K_\gamma) \)-orthogonal and \( \| \varphi_{\ell, \gamma} \|_{H(K_\gamma)} = \lambda_{\ell, \gamma}^{-1/2} \), where the eigenvalue \( \lambda_{\ell, \gamma} \) decreases with increasing \( \gamma \) while for \( \ell \geq 2 \) the eigenvalue \( \lambda_{\ell, \gamma} \) increases with increasing \( \gamma \).

More details about the characterization of the space \( H(K_\gamma) \) can be found in [30].

As we mentioned in the introduction, the \( d \)-variate function space \( H(K_d, \gamma) \) is the tensor product of the univariate spaces \( H(K_{\gamma_j}) \) with different shape parameters \( \gamma_j \) satisfying (1.3), i.e.,

\[
H(K_{d, \gamma}) := H(K_{\gamma_1}) \otimes H(K_{\gamma_2}) \otimes \cdots \otimes H(K_{\gamma_d}),
\]

where the kernel \( K_{d, \gamma} \) is the product of the kernels \( K_{\gamma_j} \), see (1.2). For \( \ell = (\ell_1, \ldots, \ell_d) \in \mathbb{N}^d \) we define

\[
(2.3) \quad \lambda_{\ell, \gamma} := \prod_{j=1}^d \lambda_{\ell_j, \gamma_j} = \prod_{j=1}^d [(1 - \omega_{\gamma_j}) \omega_{\gamma_j}^{\ell_j - 1}] \quad \text{and} \quad \varphi_{\ell, \gamma}(x) := \prod_{j=1}^d \varphi_{\ell_j, \gamma_j}(x_j).
\]

Then we have \( \varphi_{\ell, \gamma} \in H(K_{d, \gamma}) \) and \( \langle \varphi_{\ell, \gamma}, \varphi_{k, \gamma} \rangle_{L_2} = \delta_{\ell, k} \), and the inner product in \( H(K_{d, \gamma}) \) is given by

\[
\langle f, g \rangle_{H(K_{d, \gamma})} := \sum_{\ell \in \mathbb{N}^d} \frac{1}{\lambda_{\ell, \gamma}} \langle f, \varphi_{\ell, \gamma} \rangle_{L_2} \langle g, \varphi_{\ell, \gamma} \rangle_{L_2} \quad \text{for all} \quad f, g \in H(K_{d, \gamma}),
\]

for square-integrable \( d \)-variate functions we define the \( L_2 \) norm to be

\[
\langle f, g \rangle_{L_2} := \int_{\mathbb{R}^d} f(x) g(x) \prod_{j=1}^d \frac{\exp(-x_j^2)}{\sqrt{\pi}} \, dx \quad \text{for all} \quad f, g \in L_2.
\]

3. Upper bound for arbitrary \( d \)

In this section we obtain an upper bound on the \( N \)th minimal error \( e_{d,N}^{\min} \) in the \( d \)-variate case by considering an algorithm that is the tensor product of univariate Gauss-Hermite quadratures. Formally, \( e_{d,N}^{\min} \) is defined as

\[
(3.1) \quad e_{d,N}^{\min} = \inf_{\mathcal{A}_{d,N}} \sup_{\| f \|_{H(K_{d, \gamma})} \leq 1} \left| \mathcal{I}_d f - \mathcal{A}_{d,N} f \right|,
\]

where the infimum is taken over all linear or nonlinear algorithms \( \mathcal{A}_{d,N} \) that use at most \( N \) function values at non-adaptively or adaptively chosen sample points. It is well known that without loss of generality we can restrict ourselves to linear algorithms (quadratures) using non-adaptive choice of sample points; see [27] for the proof that nonlinear algorithms are not better than linear ones, and [1] that adaption does not help, see also e.g., [18, 31]. That is, we can assume that \( \mathcal{A}_{d,N} \) is of the form

\[
\mathcal{A}_{d,N} f = \sum_{i=1}^N w_i f(t_i) \quad \text{for all} \quad f \in H(K_{d, \gamma}),
\]

and for some \( w_i \in \mathbb{R} \) and \( t_i \in \mathbb{R}^d \). This allows us to simplify the definition of \( e_{d,N}^{\min} \) to

\[
(3.2) \quad e_{d,N}^{\min} = \inf_{w_1, \ldots, w_N} \sup_{t_1, \ldots, t_N} \left| \mathcal{I}_d f - \sum_{i=1}^N w_i f(t_i) \right|.
\]
We express the $d$-variate integration operator (1.1) as

$$I_d := \bigotimes_{j=1}^d I_j,$$

where the univariate integration operator $I_j : H(K_{\gamma_j}) \to \mathbb{R}$ is defined as

$$I_j f := \int_{-\infty}^{\infty} f(x) \frac{\exp(-x^2)}{\sqrt{\pi}} \, dx \quad \text{for} \quad f \in H(K_{\gamma_j}).$$

The dependence of $I_j$ on $j$ is only through the domain $H(K_{\gamma_j})$.

Although the univariate integration operators $I_j$ appear to be the same for all $j$, the operator norms of $I_j$’s are, in general, different and depend on the shape parameters $\gamma_j$. Indeed, it is well known that

$$\|I_j\| := \sup_{f \in H(K_{\gamma_j})} \frac{|I_j f|}{\|f\|_{H(K_{\gamma_j})}} = \left( \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} K_{\gamma_j}(x, y) \frac{\exp(-x^2) \exp(-y^2)}{\sqrt{\pi} \sqrt{\pi}} \, dx \, dy \right)^{1/2}.$$  

By integrating the last formula we obtain

$$\|I_j\| = \frac{1}{(1 + 2\gamma_j^2)^{1/4}}.$$

Hence

$$\|I_d\| = \prod_{j=1}^d \|I_j\| = \prod_{j=1}^d \frac{1}{(1 + 2\gamma_j^2)^{1/4}},$$

which proves (1.5).

The univariate integration operators $I_j$ are approximated by Gauss-Hermite quadratures $Q_{j,n}$ defined as follows. Let $Q_{j,0} := 0$, and for $n \in \mathbb{N}$ let

$$Q_{j,n} f = \sum_{k=1}^n w_{n,k} f(x_{n,k}) \quad \text{for} \quad f \in H(K_{\gamma_j})$$

denote the Gauss-Hermite quadrature rule with $n$ points for the space $H(K_{\gamma_j})$. Here, the sample points $x_{n,k}$’s are zeros of the Hermite polynomial $H_n$ and coefficients $w_{n,k}$ are chosen to make the maximal order of exactness, i.e., $I_j p = Q_{j,n} p$ for all polynomials $p$ of degree up to $2n - 1$. The coefficients $w_{n,k}$ are given by

$$w_{n,k} = \frac{2^{n-1} n!}{n^2 [H_{n-1}(x_{n,k})]^2}.$$

Note that the algorithms $Q_{j,n}$ depend on $j$ only through its domain $H(K_{\gamma_j})$.

For $d \in \mathbb{N}$ and $n = (n_1, n_2, \ldots)$ with $n_j \in \mathbb{N}$, we define

$$(3.3) \quad Q_{d,n} := \bigotimes_{j=1}^d Q_{j,n_j}$$

as the tensor product of the univariate Gauss-Hermite algorithms $Q_{j,n_j}$. More explicitly,

$$(3.4) \quad Q_{d,n} f = \sum_{k_1=1}^{n_1} \sum_{k_2=1}^{n_2} \cdots \sum_{k_d=1}^{n_d} \left( \prod_{j=1}^d w_{n_j,k_j} \right) f(x_{n_1,k_1}, x_{n_2,k_2}, \ldots, x_{n_d,k_d})$$

for $f \in H(K_{d,\gamma})$. 

Clearly, the algorithm \( \mathcal{Q}_{d,n} \) uses \( N = \prod_{j=1}^d n_j \) function values.

We know from (1.4) that

\[
(3.5) \quad e(\mathcal{Q}_{j;n}) := \sup_{f \in \mathcal{H}(K_{j;n})} \frac{|I_j f - Q_{j;n} f|}{\|f\|_{\mathcal{H}(K_{j;n})}} = \|I_j f - Q_{j;n} f\| \leq \beta_n \gamma_j^{2n} \leq \frac{\sqrt{3}}{2} \gamma_j^{2n},
\]

where the last inequality follows from \( \beta_n \leq \sqrt{3}/2 \) which is shown in Lemma 3.1 below.

**Lemma 3.1.** The sequence \( \{\beta_n\}_{n \in \mathbb{N}} \) defined by

\[
\beta_n := \frac{n!}{2^n (2n)!} \left( \frac{(4n)!}{(2n)!} \right)^{1/2} \quad \forall n \in \mathbb{N}
\]

is strictly decreasing, and satisfies

\[
0.840896 \ldots < \beta_n \leq \frac{\sqrt{3}}{2} = 0.866025 \ldots \quad \text{for all } n \in \mathbb{N}.
\]

**Proof.** We can write

\[
\beta_n = \sqrt{\frac{(2n+1)(2n+2) \cdots (4n-1)(4n)}{2^{2n}(n+1)^2(n+2)^2 \cdots (2n-1)^2(2n)^2}}
\]

\[
= \sqrt{\frac{(n + \frac{1}{2})(n + \frac{3}{2}) \cdots (2n - \frac{1}{2})}{(n+1)(n+2) \cdots (2n)}} = \frac{n}{n+j} \prod_{j=1}^n \frac{n+j}{n+j},
\]

which leads to

\[
\frac{\beta_n^2}{\beta_{n+1}^2} = \left( \frac{n}{n+j} \right)^2 \prod_{j=1}^n \frac{n+j}{n+j} = \frac{(n + \frac{1}{2})^2}{(n+1)(2n+1)^2(2n+3)^2} > 1,
\]

since \( (n + \frac{1}{2})^2 - (n + \frac{1}{4})(n + \frac{3}{4}) = \frac{n^2}{16} > 0 \). This indicates that the sequence \( \{\beta_n\} \) is strictly decreasing, and so \( \beta_n \leq \beta_1 = \sqrt{3}/2 \) for all \( n \in \mathbb{N} \). For the lower bound, Stirling’s formula for factorials \( n! \sim n^{n+1/2} e^{-n} \sqrt{2\pi n} \) yields \( \beta_n > \lim_{t \to \infty} \beta_t = 2^{-1/4} \) for all \( n \in \mathbb{N} \).

We are ready to estimate the (worst case) error of the algorithm \( \mathcal{Q}_{d,n} \).

\[
e(\mathcal{Q}_{d,n}) := \sup_{f \in \mathcal{H}(K_{d;n})} \frac{|I_d f - \mathcal{Q}_{d,n} f|}{\|f\|_{\mathcal{H}(K_{d;n})}} = \|I_d f - \mathcal{Q}_{d,n} f\|.
\]

**Theorem 3.2.** The error of the algorithm \( \mathcal{Q}_{d,n} \) defined by (3.3) satisfies

\[
(3.6) \quad e(\mathcal{Q}_{d,n}) \leq \frac{\sqrt{3}}{2} \sum_{s=1}^d \gamma_s^{2n_s} \prod_{j=1}^{s-1} \frac{1}{(1+2\gamma_j^2)^{1/4}}.
\]
Proof. We derive an error bound by induction on \( d \). For \( d = 1 \) the error estimate clearly holds due to (3.5). For \( d > 1 \), we have

\[
\mathcal{I}_d - Q_{d,n} = \mathcal{I}_{d-1} \otimes I_d - Q_{d-1,n} \otimes Q_{d,n,d} = \mathcal{I}_{d-1} \otimes (I_d - Q_{d,n,d}) + (\mathcal{I}_{d-1} - Q_{d-1,n}) \otimes Q_{d,n,d}.
\]

Hence

\[
\| \mathcal{I}_d - Q_{d,n} \| \leq \| \mathcal{I}_{d-1} \| \| I_d - Q_{d,n,d} \| + \| \mathcal{I}_{d-1} - Q_{d-1,n} \| \| Q_{d,n,d} \|,
\]

where the operator norm \( \| Q_{d,n,d} \| \) is defined analogously to \( \| \mathcal{I}_d \| \) and \( \| \mathcal{I}_d - Q_{d,n} \| \).

We now show that \( \| Q_{d,n,d} \| \leq 1 \). We have from the reproducing property of the reproducing kernel \( K_{\gamma_d} \) that

\[
Q_{d,n,d} f = \left\langle f, \sum_{k=1}^{n_d} w_{n,d,k} K_{\gamma_d}(\cdot, x_{n,d,k}) \right\rangle_{H(K_{\gamma_d})}.
\]

Therefore

\[
\| Q_{d,n,d} \| = \left\| \sum_{k=1}^{n_d} w_{n,d,k} K_{\gamma_d}(\cdot, x_{n,d,k}) \right\|_{H(K_{\gamma_d})} = \left( \sum_{k_1=1}^{n_d} \sum_{k_2=1}^{n_d} w_{n,d,k_1} w_{n,d,k_2} K_{\gamma_d}(x_{n,d,k_1}, x_{n,d,k_2}) \right)^{1/2} = \left( \sum_{k_1=1}^{n_d} \sum_{k_2=1}^{n_d} w_{n,d,k_1} w_{n,d,k_2} e^{-\gamma_d^2(x_{n,d,k_1} - x_{n,d,k_2})^2} \right)^{1/2}.
\]

The coefficients \( w_{n,d,k_1} \) and \( w_{n,d,k_2} \) of the Gauss-Hermite quadratures are positive and they sum up to one. This yields

\[
\| Q_{d,n,d} \| \leq \left( \sum_{k_1=1}^{n_d} \sum_{k_2=1}^{n_d} w_{n,d,k_1} w_{n,d,k_2} \right)^{1/2} = \sum_{k=1}^{n_d} w_{n,d,k} = 1,
\]

as claimed. Using this, the formula for \( \| \mathcal{I}_{d-1} \| \) and (3.5), we conclude

\[
\| \mathcal{I}_d - Q_{d,n} \| \leq \frac{\sqrt{3}}{2} \gamma_d^{2n_d} \prod_{j=1}^{d-1} \frac{1}{(1 + 2 \gamma_j^2)^{1/4}} + \| \mathcal{I}_{d-1} - Q_{d-1,n} \|.
\]

By induction on \( d \) and remembering that \( e(Q_{d,n}) = \| \mathcal{I}_d - Q_{d,n} \| \), we complete the proof. \( \square \)

The error of the algorithm \( Q_{d,n} \) which uses \( N = \prod_{j=1}^{d} n_j \) function values is, of course, an upper bound on the minimal error \( e_{d,N}^{\min} \). From Theorem 3.2 we know that for any \( n_j \in \mathbb{N} \) for which \( N = \prod_{j=1}^{d} n_j \) we have

\[
e_{d,N}^{\min} \leq \frac{\sqrt{3}}{2} \prod_{s=1}^{d} \frac{\gamma_s^{2n_s} \prod_{j=1}^{s-1} (1 + 2 \gamma_j^2)^{1/4}}{\prod_{j=1}^{s-1} (1 + 2 \gamma_j^2)^{1/4}}.
\]

This estimate allows us to show that exponential convergence in the sense of (1.6) holds for all shape parameters with \( p_d = 1/d \).
Indeed, for $N \in \mathbb{N}$ take $n_s = n$ for all $s = 1, 2, \ldots, d$ with $n = \lfloor N^{1/d} \rfloor$. Then $n^d \leq N \leq (n+1)^d$. We now simplify the bound on the minimal error by replacing by 1 the factors in (3.7) which are smaller than 1, and by replacing all $\gamma_j^2$ by its largest value $\gamma_1^2$, i.e., we use

$$
eq \frac{d}{\gamma_1} \gamma_1^{2n^d} \leq \frac{d}{\gamma_1} \gamma_1^{2N^{1/d}}.$$ 

This means that (1.6) holds with

$$C_{1,d} = \frac{d}{\gamma_1}, \quad q = \gamma_1^2, \quad C_{2,d} = 1, \quad p_d = \frac{1}{d}.$$ 

This proves Theorem 1.1(a) and part of Theorem 1.1(b), in that it proves $p_d^* \geq 1/d$.

We now turn to the information complexity $n(\varepsilon, d)$ which is formally defined as

$$n(\varepsilon, d) = \min \{ N : \varepsilon_{d,N}^\text{min} \leq \varepsilon \text{ CRI}_d \},$$

where CRI$_d = 1$ for the absolute error criterion, and CRI$_d = \|I_d\|$ for the normalized error criterion.

We are ready to show an upper bound on $n(\varepsilon, d)$ by defining $n_s$ to be the minimal integer for which each term in the sum in (3.6) is at most $\varepsilon \text{ CRI}_d$, which will imply $e(\Omega_{d,n}) \leq \varepsilon \text{ CRI}_d$. That is,

$$n_s = \max \left(1, \left\lfloor \frac{\ln \left( \frac{\sqrt[d]{\gamma_1}}{\varepsilon \text{ CRI}_d} \prod_{j=1}^{s-1} (1 + 2\gamma_j^2)^{-1/4} \right)}{\ln \frac{1}{\gamma_1}} \right\rfloor \right).$$

Then

$$N = \prod_{s=1}^{d} n_s = \prod_{s=1}^{d} \max \left(1, \left\lfloor \frac{\ln \left( \frac{\sqrt[d]{\gamma_1}}{\varepsilon \text{ CRI}_d} \prod_{j=1}^{s-1} (1 + 2\gamma_j^2)^{-1/4} \right)}{\ln \frac{1}{\gamma_1}} \right\rfloor \right).$$

The value of the second logarithm in the numerator is negative since its argument is less than 1. Therefore

$$N \leq \prod_{s=1}^{d} \left[ \frac{\ln \left( \frac{\sqrt[d]{\gamma_1}}{\varepsilon \text{ CRI}_d} \prod_{j=1}^{s-1} (1 + 2\gamma_j^2)^{-1/4} \right)}{\ln \frac{1}{\gamma_1}} \right] = \left( \frac{1}{\varepsilon} \right)^d \prod_{s=1}^{d} \frac{\ln \frac{1}{\gamma_1}}{\ln \frac{1}{\gamma_1}} \frac{1 + o(1)}{\ln \frac{1}{\gamma_1}} \quad \text{as } \varepsilon \to 0.$$ 

We can further estimate

$$\frac{1}{\text{CRI}_d} \leq \prod_{j=1}^{d} (1 + 2\gamma_j^2)^{1/4} \leq (1 + 2\gamma_1^2)^{d/4}.$$ 

Therefore

$$N \leq \left(1 + \frac{d}{\gamma_1} + d \ln(1 + 2\gamma_1^2)^{1/4} \right)^d.$$ 

Since $n(\varepsilon, d) \leq N$, this proves the following corollary.
Corollary 3.3. For all shape parameters \( \gamma = \{ \gamma_j \} \) and for both the absolute and normalized error criteria, we have the following estimates

\[
\begin{align*}
(3.9) \quad n(\varepsilon, d) &\leq \prod_{s=1}^{d} \left\lceil \frac{\ln \frac{d}{\varepsilon}}{\ln \frac{1}{\varepsilon}} \right\rceil \\
(3.10) \quad &\leq \left(1 + \frac{\ln \frac{d}{\varepsilon} + d \ln(1 + 2\gamma_j)}{\ln \frac{1}{\varepsilon}} \right)^d
\end{align*}
\]

for all \( \varepsilon \in (0, 1) \) and \( d \in \mathbb{N} \). That is, for every \( d \in \mathbb{N} \) there are positive \( C_d \) and \( \varepsilon_d \) such that

\[
(3.11) \quad n(\varepsilon, d) \leq C_d \left( \frac{1}{\varepsilon} \right)^d \quad \text{for all } \varepsilon \in (0, \varepsilon_d).
\]

Note that (3.11) in Corollary 3.3 proves the upper bound in Theorem 1.1(d).

We now study EC-WT. For \( \gamma = \{ \gamma_j \} \) define

\[
s^*(\delta) = \min \{ s : \gamma^2 \leq \delta \}
\]

with the convention that \( \min \emptyset = \infty \). Observe that

\[
s \geq s^*(\varepsilon \text{ CRI}_d/d) \implies \left\lceil \frac{\ln \frac{d \text{ CRI}_d}{\varepsilon}}{\ln \frac{1}{\varepsilon}} \right\rceil = 1.
\]

From (3.9) in Corollary 3.3 we conclude

\[
\ln n(\varepsilon, d) \leq \min \{ d, s^*(\varepsilon \text{ CRI}_d/d) \} \ln \left(1 + \frac{\ln \frac{d \text{ CRI}_d}{\varepsilon}}{\ln \frac{1}{\varepsilon}} \right).
\]

Let \( x = \max(d, \ln \varepsilon^{-1}) \). Then \( d \leq x \) and \( 1/\varepsilon \leq e^x \) and therefore \( d/\varepsilon \leq e^x \). Since the function \( s^* \) is non-increasing, we have

\[
\frac{\ln n(\varepsilon, d)}{d + \ln \varepsilon^{-1}} \leq \min \left(1, \frac{s^*(\text{ CRI}_d/(x e^x))}{x} \right) \ln \left(1 + \frac{\ln \frac{x e^x}{\text{ CRI}_d}}{\ln \frac{1}{\varepsilon}} \right).
\]

Consider now the special case when \( \gamma^2 \leq \mathcal{O}(\exp(-s^*)) \) with \( \alpha > 1 \), which holds iff

\[
(3.12) \quad s^*(\delta) = \mathcal{O}\left(\left(\ln \delta^{-1}\right)^{1/\alpha}\right).
\]

For such shape parameters \( \sum_{j=1}^{\infty} \gamma_j^2 < \infty \) and \( \text{ CRI}_d \) is of order 1 also for the normalized error criterion. From (3.12) we conclude that

\[
\min \left(1, \frac{s^*(\text{ CRI}_d/(x e^x))}{x} \right) \ln \left(1 + \frac{\ln \frac{x e^x}{\text{ CRI}_d}}{\ln \frac{1}{\varepsilon}} \right) = \mathcal{O}\left(\frac{\ln x}{x^{1-1/\alpha}}\right)
\]

which obviously goes to zero as \( x \) approaches infinity. This proves EC-WT for the absolute and normalized error criteria and proves Theorem 1.1(e).

We now show that EC-(1, \( \kappa \))-WT in the sense of (1.8) holds for the absolute error criterion and for shape parameters such that \( \gamma^2 := \lim_{j \to \infty} \gamma_j^2 > 0 \). This will be shown based on the error bound of \( Q_{d,n} \) given by (3.6). Note that \( \gamma_j^2 \geq \gamma^2 \).
and $\prod_{j=1}^{d-1}(1 + 2\gamma_j^2)^{-1/4} \leq (1 + 2\gamma_\infty^2)^{-(s-1)/4}$. The bound on $e(Q_{d,n})$ can now be simplified to

$$e(Q_{d,n}) \leq \frac{1}{\gamma_1^{2n_s} (1 + 2\gamma_\infty^2)^{(s-1)/4}}.$$ 

Define $n_s = n_{s,d}$ for $s = 1, \ldots, d$ such that

$$\frac{1}{\gamma_1^{2n_s} (1 + 2\gamma_\infty^2)^{(s-1)/4}} \leq \frac{\varepsilon}{d},$$

so that $e(Q_{d,n}) \leq \varepsilon$.

Let

$$m^*(\varepsilon, d) := 1 + \left\lceil \frac{4 \ln(d \gamma_1^2) + \ln \varepsilon^{-1}}{\ln(1 + 2\gamma_\infty^2)} \right\rceil.$$ 

If $m^*(\varepsilon, d) \leq d$, then for $s \in [m^*(\varepsilon, d), d]$ we have $\gamma_1^2/(1 + 2\gamma_\infty^2)^{(s-1)/4} \leq \varepsilon/d$, and we can take $n_{s,d} = 1$. For $s \in [1, \min(d, m^*(\varepsilon, d) - 1)]$, we can take

$$n_{s,d} = \left\lceil \frac{\ln d + \ln \varepsilon^{-1} - (s-1) \ln (1 + 2\gamma_\infty^2)^{1/4}}{\ln \gamma_1} \right\rceil.$$

Therefore

$$N = \prod_{s=1}^{d} n_{s,d} \leq \left(1 + \frac{\ln d + \ln \varepsilon^{-1}}{\ln \gamma_1}\right)^{\min(d, m^*(\varepsilon, d) - 1)}.$$ 

Clearly,

$$m^*(\varepsilon, d) = O\left(1 + \ln d + \ln \varepsilon^{-1}\right)$$

with the factor in the big $O$ notation independent of both $d$ and $\varepsilon^{-1}$. Moreover, $n(\varepsilon, d) \leq N$ and

$$\ln n(\varepsilon, d) \leq \ln N = O\left(\min(d, 1 + \ln d + \ln \varepsilon^{-1}) \ln (1 + \ln d + \ln \varepsilon^{-1})\right).$$

Let $x = \max(d, (\ln \varepsilon^{-1})^\kappa)$ for $\kappa > 1$. Then $x$ goes to infinity with $d + \varepsilon^{-1}$. For large $x$ we have

$$\frac{\ln n(\varepsilon, d)}{d + [\ln \varepsilon^{-1}]^\kappa} = O\left(\min(x, 1 + \ln x + x^{1/\kappa}) \ln (1 + \ln x + x^{1/\kappa})\right) = O\left(\frac{\ln x}{x^{1-1/\kappa}}\right),$$

which goes to zero as $x$ approaches infinity since $\kappa > 1$. This means that EC-(1, $\kappa$)-WT holds and proves Theorem 1.1(g).

We now consider EC-(t, $\kappa$)-WT with $t > 1$. From (3.10) in Corollary 3.3 we have

$$\ln n(\varepsilon, d) = O\left(d \ln (\ln \varepsilon^{-1} + d)\right),$$

with the factor in the big $O$ notation independent of $d$ and $\varepsilon^{-1}$. With $x = \max(d, (\ln \varepsilon^{-1})^\kappa)$ we can rewrite the last formula as

$$\ln n(\varepsilon, d) = O\left(x^{1/t} \ln x\right).$$

Hence,

$$\frac{\ln n(\varepsilon, d)}{d^t + [\ln \varepsilon^{-1}]^\kappa} = O\left(\frac{\ln x}{x^{1-1/t}}\right),$$

which goes to zero as $x$ approaches infinity since $t > 1$. This proves Theorem 1.1(h).
4. LOWER BOUND FOR $d = 1$

We provide a lower bound on the $n$th minimal error $e_{1,n}^\min$ for the univariate case. This will be done as follows. For any quadrature rule $A_n$ which uses sample points $t_i$ for $i = 1, 2, \ldots, n$, we construct a univariate function $f^* \in H(K)$ for which the integral is 1 and $f^*$ vanishes at all sample points $t_i$. Then the quadrature approximation is 0 and the error of $A_n$ is lower bounded by $|If^* - A_n f^*|/\|f^*\|_{H(K)} = 1/\|f^*\|_{H(K)}$. We then estimate the norm of $f^*$ from above and independently of the sample points $t_i$. This in turn yields a lower bound on $e_{1,n}^\min$.

**Theorem 4.1.** The $n$th minimal error of univariate integration in the function space $H(K)$ is bounded from below by

$$e_{1,n}^\min \geq \sqrt{\frac{2 (1 + 4\gamma^2)^{1/4}}{(1 + 2\gamma^2 + \sqrt{1 + 4\gamma^2})e}} \frac{\omega_n^\alpha n!}{(n + 1)(2n)!},$$

where $\omega_\gamma < 1$ is given by (2.1).

**Proof.** First we observe from (2.2) that for any $\gamma > 0$ and any polynomial $p$, the function

$$f(x) = \exp\left(-\frac{2\gamma^2 x^2}{1 + \sqrt{1 + 4\gamma^2}}\right) p(x) \quad \text{for all } x \in \mathbb{R}$$

is a linear combination of eigenfunctions $\varphi_{\ell, \gamma}$ from (2.2), and hence it belongs to $H(K)$.

In the following, we will choose $\tilde{\gamma} > 0$ so that

$$\frac{4\tilde{\gamma}^2}{1 + \sqrt{1 + 4\tilde{\gamma}^2}} = \frac{2\gamma^2}{1 + \sqrt{1 + 4\gamma^2}}.$$

The existence of such a $\tilde{\gamma}$ follows from the fact that the expression on the left is a continuous function of $\tilde{\gamma} \in (0, \infty)$ with range $(0, \infty)$.

Let $\tilde{\gamma} > 0$ be arbitrary for the moment. Given $n \in \mathbb{N}$ and arbitrary points $t_1, \ldots, t_n$ from $\mathbb{R}$, we choose real numbers $a_1, \ldots, a_{n+1}$ such that

$$\sum_{\ell=1}^{n+1} a_\ell \varphi_{\ell, \tilde{\gamma}}(t_i) = 0 \quad \text{for all } i = 1, 2, \ldots, n,$$

where $\varphi_{\ell, \tilde{\gamma}}$ is given by (2.2), but with $\gamma$ replaced by $\tilde{\gamma}$. Since the linear system has more unknowns than the number of conditions, there exists a solution such that

$$\max_{1 \leq \ell \leq n+1} |a_\ell| = 1 = a_k \quad \text{for some index } k.$$

Following the proof idea from [26], we now define

$$f^*(x) := \varphi_{k, \tilde{\gamma}}(x) \sum_{\ell=1}^{n+1} a_\ell \varphi_{\ell, \tilde{\gamma}}(x).$$

Then $f^*(t_i) = 0$ for all $i = 1, 2, \ldots, n$ so that any quadrature rule based on linear combinations of these function values is 0, that is, for any choice of coefficients $w_1, \ldots, w_n$ we have

$$A_n f^* = \sum_{i=1}^{n} w_i f^*(t_i) = 0.$$
On the other hand, we have
\[ I f^* = \int_{-\infty}^{\infty} f^*(x) \frac{\exp(-x^2)}{\sqrt{\pi}} \, dx = \sum_{\ell=1}^{n+1} a_{\ell} \langle \varphi_k, \varphi_{\ell, \gamma} \rangle_{L_2} = a_k = 1. \]

We write
\[ f^*(x) = \sum_{\ell=1}^{n+1} a_{\ell} g_{k, \ell}(x), \quad \text{with} \quad g_{k, \ell}(x) := \varphi_k(x) \varphi_{\ell, \gamma}(x). \]

Then from (2.2) we have
\[ g_{k, \ell}(x) = \sqrt{\frac{1 + 4\gamma^2}{2}} \frac{2\gamma^2 x}{1 + \sqrt{1 + 4\gamma^2}} \exp \left( - \frac{4\gamma^2 x^2}{1 + \sqrt{1 + 4\gamma^2}} \right) H_{k-1} \left( (1 + 4\gamma^2)^{1/4} x \right) H_{\ell-1} \left( (1 + 4\gamma^2)^{1/4} x \right). \]

The choice of \( \gamma \) satisfying (4.3) and the fact that \( f \) in (4.2) belongs to \( H(K_\gamma) \) then ensure that \( g_{k, \ell} \in H(K_\gamma) \), and therefore \( f^* \in H(K_\gamma) \). Thus we can estimate
\[ \|f^*\|_{H(K_\gamma)} \leq \sum_{\ell=1}^{n+1} |a_{\ell}| \|g_{k, \ell}\|_{H(K_\gamma)} \leq \sum_{\ell=1}^{n+1} \|g_{k, \ell}\|_{H(K_\gamma)}. \]

The worst case error in \( H(K_\gamma) \) is bounded from below by
\[ e(A_n) \geq \frac{|If^* - A_n f^*|}{\|f^*\|_{H(K_\gamma)}} \geq \frac{1}{\sum_{\ell=1}^{n+1} \|g_{k, \ell}\|_{H(K_\gamma)}}. \]

Since the functions \( g_{k, \ell} \) do not depend on \( A_n \), i.e., on \( w_i \) and \( t_i \) for \( i = 1, 2, \ldots, n \), we have
\[ e_{1,n}^\min \geq \frac{1}{\sum_{\ell=1}^{n+1} \|g_{k, \ell}\|_{H(K_\gamma)}}. \]

The proof is completed by inserting the bound on \( \|g_{k, \ell}\|_{H(K_\gamma)} \) from Lemma 4.2 below.

**Lemma 4.2.** For integers \( k, \ell \in [1, n+1] \) and parameter \( \gamma \) which is the unique solution of (4.3), the \( H(K_\gamma) \)-norm of the function \( g_{k, \ell} \) given by (4.4) satisfies
\[ \|g_{k, \ell}\|_{H(K_\gamma)} \leq \sqrt{\frac{(1 + 2\gamma^2 + \sqrt{1 + 4\gamma^2}) e (2n)!}{2(1 + 4\gamma^2)^{1/4}}} \frac{(2n)!}{\omega_{2n}^n n!}, \]
where \( \omega_{2n} < 1 \) is given by (2.1).

**Proof.** By rationalizing the denominators on both sides of (4.3), we obtain
\[ \sqrt{1 + 4\gamma^2} - 1 = \frac{4\gamma^2}{1 + \sqrt{1 + 4\gamma^2}} = \frac{2\gamma^2}{1 + \sqrt{1 + 4\gamma^2}} = \frac{\sqrt{1 + 4\gamma^2} - 1}{2}, \]
which yields
\[ \sqrt{1 + 4\gamma^2} = \frac{1 + \sqrt{1 + 4\gamma^2}}{2}, \]
and therefore \( \gamma \) is given uniquely by
\[ \gamma := \frac{1}{2} \sqrt{\left( \frac{1 + \sqrt{1 + 4\gamma^2}}{2} \right)^2 - 1} < \gamma. \]
Using the identity for the product of Hermite polynomials, see [33],

\[ H_m(x) H_p(x) = 2^p p! \sum_{r=0}^{p} \binom{m}{p-r} \frac{1}{2^{2r} r!} H_{m-p+2r}(x), \quad m \geq p, \]

we can rewrite (4.5) as

\[ g_{k,\ell}(x) = \sqrt{\frac{1 + \sqrt{1 + 4\gamma^2}}{2 \cdot 2^{k-1} (k-1)! 2^{\ell-1} (\ell-1)!}} \exp \left( -\frac{2\gamma^2 x^2}{1 + \sqrt{1 + 4\gamma^2}} \right) \]

\[ \times \frac{2^{\min(k,\ell)-1} (\min(k,\ell) - 1)!}{2^{2r} r!} \left( \max(k,\ell) - 1 \right) (\min(k,\ell) - 1 - r)^{r-1} \]

\[ \times H_{k-\ell+2r} \left( (1 + 4\gamma^2)^{1/4} x \right). \]

Substituting (4.3) and (4.6) into the above expression yields

\[ g_{k,\ell}(x) = \sum_{r=0}^{\min(k,\ell)-1} \sqrt{\frac{1 + \sqrt{1 + 4\gamma^2}}{2 \cdot 2^{k-1} (k-1)! 2^{\ell-1} (\ell-1)!}} \exp \left( -\frac{2\gamma^2 x^2}{1 + \sqrt{1 + 4\gamma^2}} \right) \]

\[ \times \frac{2^{\min(k,\ell)-1} (\min(k,\ell) - 1)!}{2^{2r} r!} \left( \max(k,\ell) - 1 \right) (\min(k,\ell) - 1 - r)^{r-1} \]

\[ \times H_{k-\ell+2r} \left( t_\gamma \left( (1 + 4\gamma^2)^{1/4} x \right) \right), \]

where

\[ t_\gamma := \sqrt{\frac{1 + \sqrt{1 + 4\gamma^2}}{2 \left( 1 + 4\gamma^2 \right)^{1/4}}} = \sqrt{\frac{1}{2} \left( 1 + \frac{1}{\sqrt{1 + 4\gamma^2}} \right)} \to 1^- \text{ as } \gamma \to 0. \]

Next, we use the multiplicative theorem of the Hermite polynomials, see [10],

\[ H_m(ty) = \sum_{i=0}^{\lfloor m/2 \rfloor} t^{m-2i} (t^2 - 1)^i \binom{m}{2i} \frac{(2i)!}{i!} H_{m-2i}(y). \]

This yields

\[ g_{k,\ell}(x) = \sum_{r=0}^{\min(k,\ell)-1} \sum_{i=0}^{\lfloor k-\ell+2r \rfloor} \sqrt{\frac{1 + \sqrt{1 + 4\gamma^2}}{2 \cdot 2^{k-1} (k-1)! 2^{\ell-1} (\ell-1)!}} \exp \left( -\frac{2\gamma^2 x^2}{1 + \sqrt{1 + 4\gamma^2}} \right) \]

\[ \times \frac{2^{\min(k,\ell)-1} (\min(k,\ell) - 1)!}{2^{2r} r!} \left( \max(k,\ell) - 1 \right) (\min(k,\ell) - 1 - r)^{r-1} \]

\[ \times \frac{t_\gamma^{k-\ell+2r-2i} (t_\gamma^2 - 1)^i}{i!} \binom{k-\ell+2r-2i}{2i} \frac{(2i)!}{i!} \]

\[ \times H_{k-\ell+2r-2i} \left( (1 + 4\gamma^2)^{1/4} x \right) \exp \left( -\frac{2\gamma^2 x^2}{1 + \sqrt{1 + 4\gamma^2}} \right). \]
Using (2.2), we can rewrite this expression as

\[
g_{k, \ell}(x) = \sum_{r=0}^{\min(k, \ell)-1} \sum_{i=0}^{\left\lfloor \frac{k-\ell}{2} \right\rfloor} \sqrt{\mu_\gamma} \ell^{|k-\ell|+2r} \left( \frac{t_{\gamma}^2 - 1}{2} \right)^i \sqrt{\frac{(k-1)! (\ell-1)!}{|k-\ell| + 2r - 2i}!} \times \frac{1}{(r)! (\min(k, \ell) - 1 - r)!} \left( \frac{|k-\ell| + 2r}{r} \right) \varphi_{|k-\ell| + 2r - 2i + 1, \gamma}(x),
\]

where

\[
\mu_\gamma := \frac{1 + \sqrt{1 + 4\gamma^2}}{2(1 + 4\gamma^2)^{1/4}} > 1.
\]

We change the summation variable \(i\) to \(p = r - i\), and then interchange the summation variables \(p\) and \(r\). Thus we obtain

\[
g_{k, \ell}(x) = \sum_{p=0}^{\min(k, \ell)-1} \sum_{r=\max(p, 0)}^{\min(k, \ell)-1} \sqrt{\mu_\gamma} \ell^{|k-\ell|+2p} \left( \frac{t_{\gamma}^2 - 1}{2} \right)^{r-p} \sqrt{\frac{(k-1)! (\ell-1)!}{|k-\ell| + 2r + 2p}!} \times \frac{1}{(r-p)! (\min(k, \ell) - 1 - r)!} \left( \frac{|k-\ell| + 2r}{r} \right) \varphi_{|k-\ell| + 2p + 1, \gamma}(x),
\]

where

\[
c_{k, \ell, p} := \sqrt{\mu_\gamma} \ell^{|k-\ell|+2p} \sqrt{\frac{(k-1)! (\ell-1)!}{|k-\ell| + 2p}!} \times \sum_{r=\max(p, 0)}^{\min(k, \ell)-1} \left( \frac{t_{\gamma}^2 - 1}{2} \right)^{r-p} \frac{1}{(r-p)! (\min(k, \ell) - 1 - r)!} \left( \frac{|k-\ell| + 2r}{r} \right),
\]
Since \( |k - \ell| + 2p + 1 \) corresponds to a unique index for every \( p \), we conclude from the \( H(K_r) \)-orthogonality of the eigenfunctions and (2.1) that

\[
\|g_{k,\ell}\|^2_{H(K_r)} = \sum_{p=\lceil |k-\ell| \rceil}^{\min(k,\ell)-1} c_{k,\ell,p}^2 \|\varphi_{|k-j|+2p+1,\gamma}\|^2_{H(K_r)}
\]

(4.8)

\[
= \sum_{p=\lceil |k-\ell| \rceil}^{\min(k,\ell)-1} c_{k,\ell,p}^2 \frac{\lambda_{|k-j|+2p+1,\gamma}}{(1 - \omega_\gamma) \omega_\gamma^{|k-\ell|+2p}}.
\]

Note that \( \binom{|k-\ell|+2r}{r} \) is an increasing function of \( r \) so that

\[
\left( \frac{|k-\ell|+2r}{r} \right) \leq \left( \frac{k+\ell-2}{\min(k,\ell)-1} \right),
\]

which in turn can be upper bounded by the “middle” binomial coefficient so that

\[
\left( \frac{|k-\ell|+2r}{r} \right) \leq \left( \frac{k+\ell-2}{\lceil |k-\ell|+2r \rceil} \right).
\]

We can also bound \( 1/(\min(k,\ell)-1-r)! \) by 1, and therefore

\[
|c_{k,\ell,p}| \leq \sqrt{\pi} \gamma t_{k-\ell+2p} \frac{(k-1)! (\ell-1)! (k+\ell-2)!}{(|k-\ell|+2p)!} \left( \frac{t_{k-\ell+2p}}{\min(k,\ell)-1-r} \right)^r \frac{1}{(r-p)!}
\]

(4.9)

\[
\leq \sqrt{\pi} \gamma t_{k-\ell+2p} \left( \frac{(k-1)! (\ell-1)! (k+\ell-2)!}{(|k-\ell|+2p)!} \right)^{t_{k-\ell+2p}^2 (k+\ell-2)} \exp \left( \frac{t_{k-\ell+2p}^2 - 1}{2} \right).
\]

Note that we have \( \omega_\gamma < 1 \) and

\[
\frac{t_{k-\ell+2p}^2 - 1}{2} = \frac{1 - \sqrt{1 + 4\gamma^2}}{2} = \frac{-\gamma^2}{1 + 4\gamma^2 + \sqrt{1 + 4\gamma^2}} < 0.
\]

Thus from (4.8) and (4.9) we obtain

\[
\|g_{k,\ell}\|^2_{H(K_r)} \leq \frac{1}{(1 - \omega_\gamma) \omega_\gamma^{k+\ell-2}} \sum_{p=\lceil |k-\ell| \rceil}^{\min(k,\ell)-1} c_{k,\ell,p}^2
\]

\[
\leq \mu_\gamma \frac{(k-1)! (\ell-1)! (k+\ell-2)!}{(1 - \omega_\gamma) \omega_\gamma^{k+\ell-2}} \exp(1 - t_{k-\ell+2p}^2) \sum_{p=\lceil |k-\ell| \rceil}^{\min(k,\ell)-1} \frac{(t_{k-\ell+2p}^2)^{|k-\ell|+2p}}{(|k-\ell|+2p)!} \exp(t_{k-\ell+2p}^2).
\]

It is easy to check that the sequence

\[
a_m = \binom{m}{\lceil \frac{m}{2} \rceil} \text{ for } m \in \mathbb{N}
\]
is non-decreasing. Therefore for $k, \ell \in [1, n+1]$ we have

$$(k-1)! (\ell-1)! \left(\frac{k + \ell - 2}{k + \ell - 1}\right)^2 \leq (n!)^2 \left(\frac{2n}{n}\right)^2 = \left(\frac{(2n)!}{n!}\right)^2.$$ 

Hence, we may further estimate the norm of $g_{k,\ell}$ by

$$\|g_{k,\ell}\|_{H(K_d)} \leq \sqrt{\frac{\mu_{\gamma_e^d}}{1 - \omega_{\gamma^e} n!}}.$$

The proof is completed by substituting the expressions for $\mu_{\gamma}$ and $\omega_{\gamma}$.

5. Lower bound for $d \geq 1$

In this section we extend the lower bound to arbitrary $d$ by making use of the tensor product structure.

**Theorem 5.1.** Let $N$ be given by

$$N + 1 := \prod_{j=1}^d (m_j + 1) \text{ with } m_j \in \mathbb{N}.$$ 

The $N$th minimal error of multivariate integration in the function space $H(K_d,\gamma)$ is bounded from below by

$$\epsilon_{d,N}^{\min} \geq \frac{1}{N+1} \prod_{j=1}^d \left( \left( \frac{2(1 + 4\gamma_j^2)^{1/4}}{(1 + 2\gamma_j^2 + \sqrt{1 + 4\gamma_j^2})^{1/2}} \omega_{\gamma_j}^{m_j} \right)^{m_j} \right),$$

where $\omega_{\gamma_j} < 1$ is given by (2.1), but with $\gamma$ replaced by $\gamma_j$. 

Proof. We follow closely the argument in the proof of Theorem 4.1 for the univariate case. In fact, for \( d = 1 \) we have \( N = m_1 \) and the lower bound in (5.2) is the same as the lower bound (4.1) with \( \gamma = \gamma_1 \).

Let \( \tilde{\gamma}_j \) be defined by (see (4.7))

\[
\tilde{\gamma}_j := \frac{1}{2} \sqrt{\left(1 + \frac{1 + 4\gamma_j^2}{2}\right)^2} - 1 < \gamma_j \quad \text{for all} \quad j = 1, 2, \ldots.
\]

Given \( N \) and positive integers \( m_1, \ldots, m_d \) satisfying (5.1), we define the index set

\[
\mathcal{L} := \{ \ell = (\ell_1, \ell_2, \ldots, \ell_d) \in \mathbb{N}^d : 1 \leq \ell_j \leq m_j + 1 \quad \text{for all} \quad j = 1, 2, \ldots, d \}.
\]

Clearly the cardinality of \( \mathcal{L} \) is \( |\mathcal{L}| = \prod_{j=1}^d (m_j + 1) = N + 1 \). Given arbitrary points \( t_1, \ldots, t_N \) from \( \mathbb{R}^d \), we choose real numbers \( a_\ell \) for \( \ell \in \mathcal{L} \) such that

\[
\sum_{\ell \in \mathcal{L}} a_\ell \varphi_{\ell_1, \tilde{\gamma}}(t_i) = 0 \quad \text{for all} \quad i = 1, 2, \ldots, N,
\]

where \( \varphi_{\ell, \tilde{\gamma}}(x) = \prod_{j=1}^d \varphi_{\ell_j, \tilde{\gamma}_j}(x_j) \) is as defined in (2.3) but with each \( \gamma_j \) replaced by \( \tilde{\gamma}_j \).

Since the linear system has more unknowns than the number of conditions, there exists a solution such that \( \max_{\ell \in \mathcal{L}} |a_\ell| = 1 = a_k \) for some multiindex \( k \in \mathcal{L} \). We now define

\[
f^*(x) := \varphi_{k, \tilde{\gamma}}(x) \sum_{\ell \in \mathcal{L}} a_\ell \varphi_{\ell, \tilde{\gamma}}(x) .
\]

Then \( f^*(t_i) = 0 \) for all \( i = 1, 2, \ldots, N \) so that any quadrature rule \( A_{d,N} \) based on linear combinations of these function values is 0, that is, for any choice of weights \( w_1, \ldots, w_N \) we have

\[
A_{d,N} f^* = \sum_{i=1}^N w_i f^*(t_i) = 0.
\]

On the other hand, we have

\[
\mathcal{I}_d f^* = \int_{\mathbb{R}^d} f^*(x) \prod_{j=1}^d \frac{\exp(-x_j^2)}{\sqrt{\pi}} \, dx = \sum_{\ell \in \mathcal{L}} a_\ell \langle \varphi_{k, \tilde{\gamma}}, \varphi_{\ell, \tilde{\gamma}} \rangle_{L^2} = a_k = 1.
\]

Thus the worst case error in \( H(K_{d,\gamma}) \) is bounded from below by

\[
e(A_{d,N}) \geq \frac{|\mathcal{I}_d f^* - A_{d,N} f^*|}{\|f^*\|_{H(K_{d,\gamma})}} = \frac{1}{\|f^*\|_{H(K_{d,\gamma})}}.
\]

Due to the tensor product structure, we can write

\[
f^*(x) = \sum_{\ell \in \mathcal{L}} a_\ell \prod_{j=1}^d \varphi_{k_j, \tilde{\gamma}_j}(x_j) \varphi_{\ell_j, \tilde{\gamma}_j}(x_j) = \sum_{\ell \in \mathcal{L}} a_\ell \prod_{j=1}^d g_{k_j, \ell_j}(x_j),
\]

where \( g_{k_j, \ell_j} \) is as defined in (4.4), but with \( k, \ell \) and \( \tilde{\gamma} \) replaced by \( k_j, \ell_j \), and \( \tilde{\gamma}_j \) respectively. Using \( |a_\ell| \leq a_k = 1 \) and Lemma 4.2, but with \( n \) replaced by \( m_j \) for
each \( j \), we obtain
\[
\|f^*\|_{H(K_{\mathcal{E}}, \gamma)} \leq \sum_{\ell \in \mathcal{E}} \prod_{j=1}^{d} \|g_{k_j, \ell_j}\|_{H(K_{\gamma_j})}
\]
\[
= \prod_{j=1}^{d} \sum_{\ell_j=1}^{m_{\gamma_j}+1} \|g_{k_j, \ell_j}\|_{H(K_{\gamma_j})}
\]
\[
\leq \prod_{j=1}^{d} \left( (m_j + 1) \frac{(1 + 2 \gamma_j^2 + \sqrt{1 + 4 \gamma_j^2})e}{2 \sqrt{1 + 4 \gamma_j^2}} \frac{(2m_j)!}{\omega_{\gamma_j}^{m_j} (m_j)!} \right).
\]
Applying this estimate in (5.3) completes the proof. \( \square \)

Based on the lower bound (5.2) we now show that the exponent of \( \exp \) is at least \( 1/d \). Let
\[
g(x) := \sqrt{\frac{2 (1 + 4x)^{1/4}}{(1 + 2x + \sqrt{1 + 4x})e}} \quad \text{for } x \in [0, 1].
\]
Since \( g(x) > 0 \) for all \( x \in [0, 1] \) and \( g \) is continuous, we have
\[
g_{\min} := \min_{x \in [0, 1]} g(x) > 0.
\]
Applying this to (5.2) we have for \( N + 1 = \prod_{j=1}^{d} (m_j + 1) \),
\[
(5.4) \quad e_{\min}^{d, N} \geq \frac{g_{\min}^d}{N + 1} \prod_{j=1}^{d} \left( \frac{m_j!}{\omega_{\gamma_j}^{m_j} (2m_j)!} \right).
\]
For any integer \( k \geq 2 \), take \( m_j = k - 1 \) for all \( j = 1, 2, \ldots, d \). Then \( N = k^d - 1 \) and
\( k = (N+1)^{1/d} \). Clearly,
\[
\frac{m_j!}{(2m_j)!} = \frac{(k-1)!}{[2(k-1)]!} = \frac{k!}{(2k)!} \frac{(2k-1)2k}{k} = \frac{k!}{(2k)!} (4k-2).
\]
Since \( \sqrt{2\pi} k^{k+1/2} e^{-k} \leq k! \leq e k^{k+1/2} e^{-k} \) and \( 4k - 2 \geq 3k \) we obtain from (5.4),
\[
(5.5) \quad e_{\min}^{d, N} \geq g_{\min}^d \left[ \frac{3\sqrt{\pi}}{e} \left( \frac{e}{4k} \right) \right]^d \prod_{j=1}^{d} \omega_{\gamma_j}^{k-1}.
\]
Since \( \omega_{\gamma_j} \geq \omega_{\gamma_d} \), we rewrite the last estimate in terms of \( N \) as
\[
(5.6) \quad e_{\min}^{d, N} \geq \left( \frac{3\sqrt{\pi}}{e} g_{\min} \right)^d \left( \frac{e}{4} \right)^d (N+1)^{1/d} \frac{1}{N+1} (N+1)^{1/d} \omega_{\gamma_d}^{-d(N+1)^{1/d} - 1}.
\]
Take arbitrary \( q \in (0, 1) \). Using \( a^x = q^x \ln a^{-1}/\ln q^{-1} \) for any positive \( a \) and real \( x \), we rewrite (5.6) as
\[
e_{\min}^{d, N} \geq \left( \frac{3\sqrt{\pi}}{e} g_{\min} \right)^d \left( \frac{e}{4} \right)^d q^{p_{d, N}}
\]
with
\[
p_{d, N} = d \left( (N+1)^{1/d} - 1 \right) \frac{\ln \omega_{\gamma_d}^{-1}}{\ln q^{-1}} + (N+1)^{1/d} \frac{\ln (4/e)}{\ln q^{-1}} + (N+1)^{1/d} \frac{\ln (N+1)}{\ln q^{-1}}.
\]
For $N$ tending to infinity we have

$$p_{d,N} = \frac{1 + o(1)}{\ln q^{-1}} N^{1/d} \ln N.$$  

This shows that (1.6) can only hold if $p_d < 1/d$, and therefore $p_d^* \leq 1/d$. From this and (3.8) we conclude that the exponent of EXP is

$$p_d^* = \frac{1}{d},$$

which proves Theorem 1.1(b).

This also implies that we cannot have UEXP, which in turn implies the lack of EC-PT. Hence, Theorem 1.1(c) is also proved.

We now find a lower estimate on $n(\varepsilon, d)$ for a fixed $d$ and for $\varepsilon$ tending to zero for the absolute and normalized error criteria. We know that $\epsilon_{d,N}^* \leq \varepsilon \text{CRI}_d$ for all $N \geq n(\varepsilon, d)$. We already remarked in the introduction that $n(\varepsilon, d) = 0$ for $\varepsilon \geq \|I_d\|$ for the absolute error criterion. That is why we take $\varepsilon < \|I_d\| = \prod_{j=1}^{d} (1 + 2\gamma_j^2)^{-1/4}$ for the absolute error criterion and $\varepsilon \in (0,1)$ for the normalized error criterion. Then $n(\varepsilon, d) \geq 1$. Choose now $N$ as the smallest integer of the form $N = k^d - 1$ with $k \geq 2$ and $N \geq n(\varepsilon, d)$. Clearly, this corresponds to

(5.7)

$$k = k(\varepsilon, d) := \left\lceil (1 + n(\varepsilon, d))^{1/d} \right\rceil$$

which indeed is at least 2. Since $N \geq n(\varepsilon, d)$, we have $\epsilon_{d,N}^* \leq \varepsilon \text{CRI}_d$ and hence we obtain from (5.5) by taking logarithms

\begin{align*}
(5.8) \quad k \ln k + k \alpha_d + \ln \frac{e}{3\sqrt{\pi} g_{\min}} & \geq \ln \frac{1}{\varepsilon \text{CRI}_d} d,
\end{align*}

where

(5.9)

$$\alpha_d = \ln \frac{4}{e} + \frac{1}{d} \sum_{j=1}^{d} \ln \frac{1}{\omega_{\gamma_j}}.$$  

Note that we have replaced $\omega_{\gamma_j}^{k-1}$ in the lower bound (5.5) by $\omega_{\gamma_j}^k$, which is valid since $\omega_{\gamma_j} < 1$. This proves that $k = k(\varepsilon, d)$ as well as $n(\varepsilon, d)$ goes to infinity as $\varepsilon$ goes to zero. Take now an arbitrary $c \in (0,1)$ and let

$$x = c \frac{\ln \frac{1}{\varepsilon \text{CRI}_d}}{d} \quad \text{and} \quad k = \frac{x}{\ln x}.$$  

Then for $\varepsilon$ tending to zero we have $x$ tending to infinity and

$$k \ln k + k \alpha_d + \ln \frac{e}{3\sqrt{\pi} g_{\min}} = c \left(1 + o(1)\right) \frac{\ln \frac{1}{\varepsilon \text{CRI}_d}}{d}.$$  

This means that the inequality (5.8) is not satisfied for small $\varepsilon$. Hence for small $\varepsilon$, the solution of (5.8) satisfies

$$k \geq \frac{x}{\ln x}.$$  

We have from (5.7) that $k - 1 < (1 + n(\varepsilon, d))^{1/d} \leq k$, and so

$$n(\varepsilon, d) \geq (k - 1)^d \geq \left(\frac{x}{\ln x} - 1\right)^d.$$
Since \( x \) is of order \( \ln \epsilon^{-1} \) for small \( \epsilon \), the lower bound on \( n(\epsilon, d) \) is of order

\[
\left( \frac{\ln \epsilon^{-1}}{\ln \ln \epsilon^{-1}} \right)^d.
\]

This proves the lower estimate in Theorem 1.1(d). Together with (3.10) of Corollary 3.3 this completes the proof of Theorem 1.1(d).

We now turn to EC-WT. We want to show that EC-WT does not hold if

\[
\lim_{j \to \infty} \gamma_j^2 > 0.
\]

It is enough to show this fact for the absolute error criterion since the normalized error criterion is harder.

Observe that \( \alpha_d \) in (5.9) is uniformly bounded in \( d \) iff \( \ln(1/\omega_j) \) does not go to infinity. This, in turn, holds iff \( \gamma_j^2 \) does not go to zero. Hence, for \( \gamma_\infty^2 := \lim_{j \to \infty} \gamma_j^2 > 0 \) there is a positive \( \alpha \) such that \( \alpha_d \leq \alpha \). Then \( k \) also satisfies the inequality

\[
k \ln k + k \alpha + \ln \frac{e}{3\sqrt[3]{\pi} \, g_{\min}} \geq \frac{\ln \epsilon^{-1}}{d}.
\]

Choose a (large) positive number \( C \) such that

\[
C > \max \left( \frac{1}{12} \ln(1 + 2\gamma_1^2), \ln \frac{e}{3\sqrt[3]{\pi} \, g_{\min}} \right).
\]

For any \( d \in \mathbb{N} \), we take \( \epsilon = \epsilon_d \) such that \( \ln \epsilon_d^{-1} = 3C \, d \). Then we have

\[
\epsilon_d = e^{-3C \, d} < (1 + 2\gamma_1^2)^{-d/4} \leq \prod_{j=1}^{d}(1 + 2\gamma_j^2)^{-1/4} = \|I_d\|,
\]

as needed. Then \( k \) satisfies the inequality

\[
k \ln k + k \alpha \geq 2C.
\]

As before, we can show that \( k \geq 1 + C/\ln C \) for large \( C \) which is independent of \( d \) and \( \epsilon^{-1} \). Then

\[
\frac{\ln n(\epsilon_d, d)}{d + \ln \epsilon_d^{-1}} \geq \frac{\ln(k - 1)^d}{(3C + 1)d} \geq \frac{\ln(C/\ln C)}{3C + 1} > 0 \quad \text{for all } d.
\]

This proves that the left hand side of the last inequality cannot go to zero with \( d \) approaching infinity. This contradicts EC-WT and proves Theorem 1.1(f).

6. Concluding remarks

We have completed the proof for our main result, Theorem 1.1. The upper bound of the \( n \)th minimal error is obtained by considering the tensor product algorithm of univariate Gauss-Hermite quadratures. We have obtained complete knowledge regarding EXP, UEXP, EC-SPT, EC-PT, and EC-(\( t, \kappa \))-WT for \( t > 1 \). However, our results for EC-WT and EC-(1, \( \kappa \))-WT are not complete.
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