Maximum likelihood estimation of the famous GARCH(1,1) model is generally straightforward given the full observation series. However, when some observations are missing, the marginal likelihood of the observed data is intractable in most cases of interest. Also intractable is the likelihood from temporally aggregated data. For both these problems, we propose to approximate the intractable likelihoods through sequential Monte Carlo (SMC). The SMC approximation is done in a smooth manner so that the resulting approximate likelihoods can be numerically optimized to obtain parameter estimates. In the case with data aggregation, the use of SMC is made possible by a novel state space representation of the aggregated GARCH series. Through extensive simulation experiments, the proposed method is found to be computationally feasible and produce more accurate estimators of the model parameters compared with other recently published methods, especially in the case with aggregated data. In addition, the Hessian matrix of the minus logarithm of the approximate likelihood can be inverted to produce fairly accurate standard error estimates. The proposed methodology is applied to the analysis of time series data on several exchange-traded funds on the Australian Stock Exchange with missing prices due to interruptions such as scheduled trading holidays.

1. Introduction. This work is motivated by volatility modelling of returns of international exposure ETFs (exchange-traded funds) traded on the Australian Stock Exchange (ASX). On local public holidays, when the Australian exchange is closed, one does not typically receive pricing information for these ETFs, yet their underlying international holdings in fact remain subject to trading activity on offshore exchanges, so their prices continue to evolve despite no observation being available. While a natural model for financial return volatility is the celebrated GARCH(1,1) model (Bollerslev 1986), its application in situations like this is complicated by the presence of missing data.

Similar problems also appear in the analysis of economic time series and other applications. With respect to economic time series, quarterly economic indicators could be considered to have two-thirds the corresponding monthly time series missing. There has been considerable interest, by both academics and industry practitioners alike, to perform what is termed Nowcasting, which are procedures to obtain higher frequency estimates of economic indicators that are published at lower frequencies (Higgins 2014). Also somewhat commonplace in economic time series are data currently published at monthly or quarterly frequencies but only recorded at lower frequencies in the past. Outside of financial applications, such as in wind speed volatility modelling, mechanical failures of measurement equipment can indeed lead to gaps in the data (Cripps & Dunsmuir 2003).

This paper proposes a new methodology for fitting the widely used GARCH(1,1) model when faced with missing data in time series. We deal with two types of missingness: missing observations and aggregated observations. To illustrate the distinction, consider a time series of daily log returns derived between the day’s opening and closing prices. Bear in mind...
that the next day’s opening price will not equal today’s closing price due to continual shifts in investor’s preferences post market close. When pricing information is not recorded for a particular day (be it a trading holiday or otherwise), observation of the day’s open to close return is indeed missing. However, if the time series is of log returns calculated between daily closing prices and one day of pricing information is missed, then treating the situation as two one-day close to close returns being missing is rather wasteful. This is because a two-day close to close return is available and therefore can be treated as an aggregated observation of two one-day close to close log returns.

Fitting GARCH models when the time series is fully observed is straightforward because computation of the likelihood can be done using recursive calculations of conditional densities. However, when there are gaps in the observation series, integration is needed to compute the likelihood, with the order of integration rendering the likelihood intractable in most cases of interest.

For fitting GARCH models in the presence of missing observations, an indirect inference method has been proposed by Blasques, Gorgi & Koopman (2021), while Cascone & Hotta (2019) tackle the problem of fitting GARCH models from aggregated observations using a quasi likelihood estimator. Gábor, Sávai & Udvari (2017) in their empirical analysis, utilized expectation maximization (EM) to overcome missing data when fitting GARCH models, although they did not perform a simulation study to assess the accuracy of such an approach. However, a similar EM method was assessed in Sucarrat & Escribano (2018) for fitting log-GARCH models, treating zeros in the observation series as missing. It was found to produce biased estimators with the biases increasing with the percentage of zeros. A non-linear state space formulation of GARCH models is presented in Ossandon & Bahamonde (2013), for which the authors suggest one could attempt to handle missing observations through their formulation using an extended Kalman filter, but performance of such an approach was not evaluated. For fitting the simpler ARCH model in the presence of missing observations, a least squares estimator was developed in Bondon & Bahamonde (2012). Note that most of these papers assume that the missingness is generated by a stationary and ergodic process of zeros and ones which is independent of the observed GARCH process. Others assume that the missingness process occurs in regular patterns. Our method applies to both of these cases and indeed to any method of generating the missing data as long as it is independent of the observed process. To the best of our knowledge, our method is the only one currently available that handles both data missingness and aggregation.

In this paper, we pursue approximation of the intractable likelihood of GARCH(1,1) models when challenged with either missing or aggregated observations, through sequential Monte Carlo (SMC). Our SMC likelihood approximation is smooth as a function of the model parameters and therefore it can be easily numerically optimized to obtain the (approximate) maximum likelihood estimator (MLE) of the parameters. Obtaining parameters this way is shown to provide improved estimation performance over the recent methods of Blasques et al. (2021) and Cascone & Hotta (2019). The method proves to deliver a computationally feasible and reliable estimator. Moreover, fairly accurate standard error estimates are obtained by inverting the Hessian matrix of the SMC approximated negative log-likelihood. For dealing with missing observations in the GARCH series, application of the SMC for smooth likelihood estimation is fairly straightforward; however, in the case of aggregated observations, the use of SMC requires identification of a novel state space representation.

The remainder of this paper is organized as follows. Section 2.1 outlines a general SMC framework for smooth likelihood estimation of a hidden Markov system. Formulating the problem of likelihood estimation for GARCH models with missing observations under the SMC framework is detailed in Section 2.2. A state space representation of temporally aggregated GARCH series to enable smooth SMC approximation of the likelihood is presented
in Section 2.3. Estimation performance is assessed through simulation studies in Section 3 (Section 3.1 for missing observations and Section 3.2 for aggregated observations). In Section 4, we apply the proposed methodology to the analysis of the return time series of the three ETFs traded on the ASX. Section 5 concludes with some remarks.

2. Methodology.

2.1. SMC Framework. Consider the following hidden Markov system

\[ Y_i = f(X_i, Z_i), \]
\[ X_i = g(X_{i-1}, Y_{i-1}, W_i), \]

for \( i = 1, \ldots, n \), where \((Y_i)_{i=1}^{n}\) is the observation series, \((X_i)_{i=1}^{n}\) is an unobserved discrete time Markov process, \((Z_i)_{i=1}^{n}\) is a serially independent noise series, \((W_i)_{i=1}^{n}\) is another serially independent noise series that is independent of \((Z_i)_{i=1}^{n}\), with \( f \) and \( g \) being suitably defined functions. The observations \((Y_i)_{i=1}^{n}\) are serially dependent, although conditionally independent given the hidden state \( X_i \).

Suppose we wish to estimate a set of parameters \( \theta \) that govern the system (1)-(2). The likelihood is given as follows,

\[ \text{lik}(\theta) = p(Y_1) \prod_{i=2}^{n} p(Y_i|Y_{1:i-1}) = \int p(Y_1|X_1) p(X_1) \prod_{i=2}^{n} \int p(Y_i|X_i) p(X_i) p(Y_{1:i-1}). \]

In most cases of interest, however, the conditional distributions \( p(Y_{1:i-1}|dX_i) \) are intractable, which hinders direct evaluation of (3). In these cases, one could resort to sequential Monte Carlo (SMC) to approximate the integrals in (3). The SMC involves simulating a sample of independent and identically distributed (i.i.d) observations (called particles) from \( p(Y_{1:i-1}|dX_i) \) or an approximation to it, \( \hat{p}(Y_{1:i-1}|dX_i) \), and then approximating the integral with respect to \( p(dX_i|Y_{1:i-1}) \) in (3) by the empirical mean of the values of the integrand at the particles. Specifically, if we let \( X_i^{(1:K)} = \{X_i^{(1)}, \ldots, X_i^{(K)}\} \) denote the particles at time \( i \), and let \( \hat{p}(dX_i|Y_{1:i-1}) = \frac{1}{K} \sum_{k=1}^{K} \delta_{X_i^{(k)}}(dX_i) \), with \( \delta_x(\cdot) \) the Dirac measure at \( x \), denote their empirical distribution, then the approximation to the integral is

\[ \int p(Y_i|X_i) p(dX_i|Y_{1:i-1}) \approx \int p(Y_i|X_i) \hat{p}(dX_i|Y_{1:i-1}) = \frac{1}{K} \sum_{k=1}^{K} p(Y_i|X_i^{(k)}). \]

The SMC approximation of the likelihood is then given by

\[ \hat{\text{lik}}(\theta) = \prod_{i=1}^{n} \left[ \frac{1}{K} \sum_{k=1}^{K} p(Y_i|X_i^{(k)}) \right]. \]

At this point, we emphasize that two approximations to the conditional distribution \( p(dX_i|Y_{1:i-1}) \) are involved: the “tilde” version \( \hat{p}(dX_i|Y_{1:i-1}) \) is used to generate particles, while the “hat” version \( \hat{p}(dX_i|Y_{1:i-1}) \) is used both to approximate the integrals as in (4) and to produce the “tilde” version at the next time step, as we shall explain next.

To present the method to generate particles from \( \hat{p}(dX_i|Y_{1:i-1}) \), we note that

\[ p(X_i|Y_{1:i-1}) = \int p(dX_i|X_{i-1}, Y_{i-1}) p(dX_{i-1}|Y_{1:i-1}), \]
which motivates the “tilde” version approximation

\(\widetilde{P}(\text{d}X_i|Y_{1:i-1}) = \int \mathbb{P}(\text{d}X_i|X_{i-1}, Y_{1:i-1})\hat{P}(\text{d}X_{i-1}|Y_{1:i-1}),\)

where the posterior \(\hat{P}(\text{d}X_{i-1}|Y_{1:i-1})\), for \(i > 1\), is determined by the particles from the previous time step \(i-1\) via

\[
\mathbb{P}(\text{d}X_{i-1}|Y_{1:i-1}) = \frac{p(Y_{i-1}|X_{i-1})\mathbb{P}(\text{d}X_{i-1}|Y_{1:i-2})}{\int p(Y_{i-1}|X_{i-1})\mathbb{P}(\text{d}X_{i-1}|Y_{1:i-2})} \approx \frac{\sum_{k=1}^{K} p(Y_{i-1}|X_{i-1}^{(k)})\delta_{X_{i-1}^{(k)}}(\text{d}X_{i-1})}{\sum_{k=1}^{K} p(Y_{i-1}|X_{i-1}^{(k)})} =: \hat{P}(\text{d}X_{i-1}|Y_{1:i-1}).
\]

Define \(w_i^k := p(Y_i|X_i^{(k)})/\sum_{j=1}^{K} p(Y_i|X_j^{(j)})\) for \(k = 1, \ldots, K, i = 1, \ldots, n\). Then, combining (7) and (8) gives

\[
\widetilde{P}(\text{d}X_i|Y_{1:i-1}) = \sum_{k=1}^{K} \mathbb{P}(\text{d}X_i|X_{i-1}^{(k)}, Y_{1:i-1}) w_i^k.
\]

To simulate a particle according to (9), one would first sample an index \(\nu\) from the set \(\{1, \ldots, K\}\) according to the probabilities \(\{w_1^1, \ldots, w_{i-1}^K\}\) and then simulate a random variable \(W_i\) to obtain \(X_i = g(X_{i-1}^{(\nu)}, Y_{1:i}, W_i)\). Equivalently, this process can be thought of as bootstrap resampling of the particles from the previous time step \(\{X_{i-1}^{(1)}, \ldots, X_{i-1}^{(K)}\}\) and then evolving this bootstrapped sample, rather than the original sample, to generate the \(X_i\) samples for the next time step. This bootstrap resampling provides a mechanism to propagate particles in which the observation was more likely to result, thus concentrating “computation effort on more promising regions of the state space” (Kantas, Doucet, Singh & Maciejewski 2009). The depiction below summarizes how starting from the predictive distribution of the hidden state at time \(i\), \(\widetilde{P}(\text{d}X_i|Y_{1:i-1})\), one obtains an approximation to the likelihood component \(p(Y_i|Y_{1:i-1})\) and then updates the predictive distribution to that at time \(i+1\), \(\widetilde{P}(\text{d}X_{i+1}|Y_{1:i+1})\).

\[
\cdots \rightarrow \widetilde{P}(\text{d}X_i|Y_{1:i-1}) \xrightarrow{\text{draw}} \hat{P}(\text{d}X_i|Y_{1:i-1}) \overset{(8)}{\rightarrow} \hat{P}(\text{d}X_i|Y_{1:i}) \overset{(9)}{\rightarrow} \hat{P}(\text{d}X_{i+1}|Y_{1:i+1}) \rightarrow \cdots
\]

The bootstrap resampling SMC procedure we have described was developed by Gordon, Salmond & Smith (1993). It was established in Del Moral (1996) that even for a finite number of particles \(K\), (5) is an unbiased estimator for the true likelihood function. Computation underflow due to multiplication of many small terms can hinder evaluation of (5). An alternative is to calculate \(\log (\hat{\ell}(\theta))\) which is an asymptotically (as \(K \to \infty\)) unbiased estimator of the true log-likelihood (see Del Moral 1996).

While bootstrap resampling leads to more samples in regions of substantial probability mass, it comes with the drawback that the SMC approximated likelihood surface obtained in this way is generally not amenable to numerical optimization. Even with the Monte Carlo randomness being fixed, the resulting likelihood surface approximation is typically not a smooth function of the model parameters. The reason is that the particles are effectively drawn from the discontinuous empirical cumulative distribution function (ECDF)

\[
\hat{F}_K(x) = \hat{P}(X_i \leq x|Y_{1:i}) = \sum_{k=1}^{K} \hat{P}(X_i^{(k)}|Y_{1:i})\mathbb{I}(X_i^{(k)} \leq x),
\]
where \( \mathbb{I}(\cdot) \) is the indicator function and \( \tilde{\pi}(X_{i}^{(k)}|Y_{1:i}) = w_{i}^{k}, k = 1, \ldots, K. \) Thus, even minute changes in the weights for the particles can cause sudden large changes in the resampled particles.

In the case when the support of \( X_{i} \) is some interval of the real line, Pitt & Malik (2011) provide a simple solution to remedy the discontinuity problem by constructing a continuous approximation \( \tilde{F}_{K}(x) \) of \( F_{K}(x) \) and then generating particles by inverting uniforms based on \( \tilde{F}_{K}(x) \). Assuming \( X_{i}^{(k)}, k = 1, \ldots, K \) are sorted in ascending order, then

\[
\tilde{F}_{K}(x) = \pi_{0}\mathbb{I}(x \geq X_{i}^{(1)}) + \sum_{k=1}^{K-1} \pi_{k}H\left(\frac{x - X_{i}^{(k)}}{X_{i}^{(k+1)} - X_{i}^{(k)}}\right) + \pi_{K}\mathbb{I}(x \geq X_{i}^{(K)}),
\]

where \( \pi_{0} = \tilde{\pi}(X_{i}^{(1)}|Y_{1:i})/2, \pi_{K} = \tilde{\pi}(X_{i}^{(K)}|Y_{1:i})/2 \) and \( \pi_{k} = \left(\tilde{\pi}(X_{i}^{(k+1)}|Y_{1:i}) + \tilde{\pi}(X_{i}^{(k)}|Y_{1:i})\right)/2 \) for \( k = 1, \ldots, K - 1 \), with \( H(z) := \max\left(0, \min(z, 1)\right) \). It was shown in Pitt & Malik (2011) that the distance \( \|\tilde{F}_{K}(x) - F_{K}(x)\|_{\infty} \) is of order \( K^{-1} \).

2.2. Missing Observations. Formally, the GARCH(1,1) is the following system of recurrence equations

\[
y_{i} = \sigma_{i}z_{i},
\]

\[
\sigma_{i}^{2} = \omega + \alpha y_{i-1}^{2} + \beta \sigma_{i-1}^{2},
\]

for \( i = 1, \ldots, N \), where \( \omega > 0, \alpha \geq 0, \beta \geq 0 \) with \( (z_{i})_{i=1,\ldots,N} \) an i.i.d. noise series with density \( h \) and finite second moment.

Assume that we observe a GARCH(1,1) series on a set of \( n < N \) time points \( t_{1} < t_{2} < \ldots < t_{n} = N \), where \( t_{j} \in \{2, \ldots, N - 1\} \) for \( j = 2, \ldots, n - 1 \). We also assume an independent missingness process, so that the observation time points \( t_{1}, \ldots, t_{n} \) do not contain information on the underlying GARCH process. Denote by \( \mathbb{M} \) the complement of \( \mathcal{D} := \{t_{1}, \ldots, t_{n}\} \) in the set \( \mathbb{T} := \{1, 2, \ldots, N\} \), \( y_{\mathcal{D}} \) the collection of observed data and \( y_{\mathbb{M}} \) the collection of missing observations. The marginal likelihood of observations \( y_{\mathcal{D}} \) is then given by

\[
p_{y}(y_{\mathcal{D}}; \theta) = \int_{\mathbb{R}^{N-n}} p_{y}(y_{1}, \ldots, y_{N}; \theta)dy_{\mathbb{M}}.
\]

The likelihood defined in (14) requires evaluation of integrals of dimension \( N - n \), which for even a modest amount of missing observations is intractable, making maximum likelihood infeasible.

Throughout we let \( n_{i} = t_{i} - t_{i-1}, i = 2, \ldots, n \) with \( n_{1} = t_{1}. \) Fortunately, it is straightforward to put the problem of GARCH(1,1) with missing observations in the hidden Markov model form of (1) – (2) by setting, for \( i = 1, \ldots, n \), \( Y_{i} = y_{t_{i}}, Z_{i} = z_{t_{i}}, X_{i} = \sigma_{t_{i}}^{2} \) and taking \( W_{i} = \{z_{t_{i-1}}, \ldots, z_{t_{i-1}}\} \) (if \( n_{i} = 1 \) then \( W_{i} = \emptyset \)). Then \( Y_{i} = f(X_{i}, Z_{i}) = \sqrt{X_{i}}Z_{i} \) and

\[
p(Y_{i}|X_{i}) = \frac{1}{\sqrt{X_{i}}} h\left(\frac{Y_{i}}{\sqrt{X_{i}}}\right).
\]

Assuming one can simulate the noise \( z_{i} \) as well as evaluate its density \( h \), the SMC likelihood approximation detailed in Section 2.1 can be performed. With the resampling mechanism of Pitt & Malik (2011), a continuous log-likelihood surface can be constructed and subsequently maximized to obtain parameter estimates and their standard errors using the Hessian. Pseudo code detailing the methodology is presented in Algorithm 1.
Algorithm 1 Smooth SMC Log-Likelihood Estimation Missing GARCH

1: Initialization:
2: $X_{i}^{1:K} \leftarrow \frac{\omega}{1-\alpha-\beta}$
3: loglik $\leftarrow l_0 \leftarrow 0$
4: Set seed to fix randomness
5: Loop:
6: for i in $1 : n$ do
7: $w_{i}^{1:K} \leftarrow 0$
8: for k in $1 : K$ do
9: $\sigma^{2(k)} = X_{i}^{(k)}$
10: if $n_i = t_i - t_{i-1} > 1$ then
11: for j in $1 : n_i - 1$ do
12: Simulate noise variable $z$
13: $\sigma^{2(k)} \leftarrow \omega + (\alpha z^2 + \beta) \sigma^{2(k)}$
14: $w(k) = \frac{1}{\sqrt{\sigma^{2(k)}}} h(Y_{i} / \sqrt{\sigma^{2(k)}})$
15: loglik $\leftarrow$ loglik + log($\frac{1}{K \sum_{k=1}^{K} w(k)}$
16: Normalize $w(k) \leftarrow w(k) / \sum_{j=1}^{K} w(j)$
17: Re-index $(\sigma^{2(k)}, w(k))_{k=1...K}$ such that the new set of tuples is ascending in $\sigma^{2(k)}$
18: Simulate K i.i.d standard uniforms $U(1) < \ldots < U(K)$
19: $\pi^{\ast} \equiv \frac{1}{2} w(1), \pi^{K} \equiv \frac{1}{2} w(K), s \leftarrow 1, r \leftarrow \pi^{0}$
20: for j in $1 : K$ do
21: if $U(j) < \pi^{0}$ then
22: $X_{i+1} = \sigma^{2(1)}$
23: else if $U(j) > 1 - \pi^{K}$ then
24: $X_{i+1} = \sigma^{2(K)}$
25: else
26: while $U(j) > r$ do
27: $\pi^{s} \equiv \frac{1}{2} w(s) + w(s+1)$
28: $r \leftarrow r + \pi^{s}$
29: $s \leftarrow s + 1$
30: $X_{i+1} = \sigma^{2(s-1)} + \frac{U(j) - (r - \pi^{s-1})}{\pi^{s-1}} (\sigma^{2(s)} - \sigma^{2(s-1)})$
31: $X_{i+1} \leftarrow \omega + \alpha Y_{i}^2 + \beta X_{i+1}$

2.3. Aggregated Observations. Suppose one has as observations at time points $t_1 < \ldots < t_n = N$, where $t_i \in \{1, \ldots, N - 1\}$ for $i = 1, \ldots, n - 1$, the aggregated value of GARCH elements between times $t_{i-1} + 1$ and $t_i$ (with convention $t_0 \equiv 0$), that is $\tilde{y}_i = \sum_{k=1}^{n_i} y_{t_i-1+k}$ where $n_i = t_i - t_{i-1}$. Again, the observation times are assumed to be independent of the underlying GARCH process. Now, the problem with employing the conventional state space specification (as was used in Section 2.2) to formulate the situation in the form of (1) – (2) to approximate the likelihood of $(\tilde{y}_1, \ldots, \tilde{y}_n)$ using SMC, is that $p(\sum_{k=1}^{n_i} y_{t_i-1+k} | \sigma^{2}_{t_i-1+1})$ is not analytical for $n_i > 1$.

To overcome this, consider then the following alternative specification with 3-dimensional state process

\begin{equation}
X_i = \left( \sigma^2_{t_i+1}, \| (n_i > 1) \sum_{k=1}^{n_i-1} z_{t_i+1+k} \sigma_{t_i+1+k}, \sigma^2_{t_i} \right)
\end{equation}

with $Y_i = \tilde{y}_i$, $Z_i = z_i$, and $W_i = \{z_{t_i+1}, \ldots, z_{t_i+n_i-1}\}$ when $n_i > 1$ ($W_i \equiv 0$ when $n_i = 1$). In this way, denoting $X_{i,j}$, $j = 1, 2, 3$ as the $j$-th component of (16), we have $Y_i = f(X_i, Z_i) = X_{i,2} + \sqrt{X_{i,3}}Z_i$ with the analytical quantity,

\begin{equation}
p(Y_i | X_i) = \frac{1}{\sqrt{X_{i,3}}} h \left( \frac{Y_i - X_{i,2}}{\sqrt{X_{i,3}}} \right).
\end{equation}
Algorithm 2 Smooth SMC Log-Likelihood Estimation with Aggregated GARCH

1: Initialization:
2: \( X_{1:1}^{1} \leftarrow \frac{\omega}{1-\alpha-\beta} \)
3: loglik \( \leftarrow t_{0} \leftarrow 0 \)
4: Set seed to fix randomness
5: Loop:
6: for \( i \) in 1 : \( n \) do
7: \( w_{i}^{1:K} \leftarrow p_{i}^{1:K} \leftarrow X_{1:1}^{1:K} \leftarrow 0 \)
8: for \( k \) in 1 : \( K \) do
9: \( \sigma^{2(k)} = X_{1,1}^{k} \)
10: if \( n_{i} = t_{i} - t_{i-1} > 1 \) then
11: for \( j \) in 1 : \( n_{i} - 1 \) do
12: Simulate noise variable \( z \)
13: \( x_{1,2}^{k} = x_{1,2}^{k-1} + \sqrt{\sigma^{2(k)}} \)
14: \( \sigma^{2(k)} \leftarrow \omega + (\alpha z^{2} + \beta)\sigma^{2(k)} \)
15: \( X_{1,3}^{k} = \sigma^{2(k)} \)
16: \( p_{i}^{k} = \frac{1}{\sqrt{X_{i,3}^{k}}} \phi \left( \frac{Y_{i} - X_{i,2}^{k}}{\sqrt{X_{i,3}^{k}}} \right) \)
17: \( \sigma^{2(k)} \leftarrow \omega + \alpha(Y_{i} - X_{i,2}^{k})^{2} + \beta\sigma^{2(k)} \)
18: loglik \( \leftarrow \loglik + \log \left( \frac{1}{K} \sum_{k=1}^{K} p_{i}^{k} \right) \)
19: for \( k \) in 1 : \( K \) do
20: if \( n_{i} > 1 \) then
21: \( u_{i}^{(k)} \leftarrow \sum_{j=1}^{K} p_{i}^{(k)} \phi \left( \frac{\sigma^{2(j)} - \sigma^{2(k)}}{\sigma^{2(j)} - \sigma^{2(k)}} \right) / \sum_{j=1}^{K} \phi \left( \frac{\sigma^{2(j)} - \sigma^{2(k)}}{\sigma^{2(j)} - \sigma^{2(k)}} \right) \)
22: else
23: \( u_{i}^{(k)} \leftarrow p_{i}^{(k)} \)
24: Normalize \( u_{i}^{(k)} \leftarrow u_{i}^{(k)} / \sum_{j=1}^{K} u_{i}^{(j)} \)
25: Re-index \( \{ u_{i}^{(k)} \} \) such that the new set of tuples is ascending in \( \sigma^{2(k)} \)
26: Simulate \( K \) i.i.d standard uniforms \( U(1) < \ldots < U(K) \)
27: \( \pi^{0} \leftarrow \frac{1}{2} u_{i}^{(1)}, \pi^{K} \leftarrow \frac{1}{2} u_{i}^{(K)}, s \leftarrow 1, r \leftarrow \pi^{0} \)
28: for \( j \) in 1 : \( K \) do
29: if \( U^{(j)} < \pi^{0} \) then
30: \( X_{i+1,1}^{(j)} = \sigma^{2(1)} \)
31: else if \( U^{(j)} > 1 - \pi^{K} \) then
32: \( X_{i+1,1}^{(j)} = \sigma^{2(K)} \)
33: else
34: while \( U^{(j)} > r \) do
35: \( \pi^{s} \leftarrow \frac{1}{2} (u_{s} + u_{s+1}) \)
36: \( r \leftarrow r + \pi^{s} \)
37: \( s \leftarrow s + 1 \)
38: \( X_{i+1,1}^{(j)} = \sigma^{2(s-1)} + \frac{U^{(j)} - (r - \pi^{s-1})}{\pi^{s-1}}(\sigma^{2(s)} - \sigma^{2(s-1)}) \)

As state variable (16) is 3-dimensional, this impedes immediate application of the continuous resampling procedure of Pitt & Malik (2011). To remedy this, we approximate through kernel smoothing the ECDF of \( \sigma_{t+1}^{2}|Y_{1:t} \) from the particles \( X_{i}^{(k)} = (X_{i,1}^{(k)}, X_{i,2}^{(k)}, X_{i,3}^{(k)}) \) as follows

\[
\hat{P}(\sigma_{t+1}^{2} \leq x|Y_{1:t}) = \sum_{k=1}^{K} w_{i}^{k} \mathbb{I}(\chi_{i}^{k} \leq x) / \sum_{k=1}^{K} w_{i}^{k},
\]

where

\[
\chi_{i}^{k} = \omega + \alpha(Y_{i} - X_{i,2}^{(k)})^{2} + \beta X_{i,3}^{(k)}.
\]
Different time points between data (data sets here are the values at times \( t \)) for the numerical optimizations to work. Simulating the artificial data here, the seed of the pseudo random number generator is fixed (non-inclusive) and deleted the values of the 1000 sample paths \( y_\cdot \parallel \cdot \parallel \) where \( \phi \) is the standard normal density and some small number \( c \) the kernel radius. The 1-dimensional continuous resampling procedure of Pitt & Malik (2011) may then be applied to (18). Pseudo code detailing the methodology is presented in Algorithm 2.

3. Simulation Study.

3.1. Missing Observations.

3.1.1. SMC vs Indirect Inference and other methods. In this section we test the performance of the SMC estimation method for the Gaussian innovation GARCH(1,1) process at varying degrees of missingness, also assessing its relative performance against other methods in the literature. These include the naive method of data splicing (i.e., ignoring the missing data altogether), the pseudo maximum likelihood (PML) method (Creal, Schwaab, Koopman & Lucas 2014), and the indirect inference (II) method of Blasques et al. (2021). The naive method requires no further explanation. The PML estimator \( \hat{\theta}_{\text{PML}} \) in this case is defined as the maximizer of the pseudo likelihood function

\[
L_{\text{pseu}}(\theta) = \prod_{i=1}^{n} \frac{1}{\sigma_i} \phi \left( \frac{y_i}{\sigma_i} \right), \text{ with }
\]

\[
\hat{\sigma}_i^2 = \frac{\omega}{1 - \alpha - \beta} + \left[ (\omega + \alpha y_{i-1}^2 + \beta \hat{\sigma}_{i-1}^2) - \frac{\omega}{1 - \alpha - \beta} \right] (\alpha + \beta)^t_{i-1} - 1, \ i \geq 1,
\]

where \( \phi \) is the standard normal density function, \( t_1 = 1 \) and \( t_0 = 0 \). The II estimator is defined as

\[
\hat{\theta}_{\text{Ind}} = \arg\min_{\theta} \| \arg\max_{\theta} \ell_{\text{Ind}}(\theta, \bar{\theta}; K) - \hat{\theta}_{\text{PML}} \|,
\]

with

\[
\ell_{\text{Ind}}(\theta, \bar{\theta}; K) = \frac{1}{K} \sum_{k=1}^{K} \log L_{\text{pseu}}^k(\theta, \bar{\theta}),
\]

where \( \| \cdot \| \) is the Euclidean norm, and \( L_{\text{pseu}}^k(\theta, \bar{\theta}) \) is the pseudo likelihood of \( \theta \) given in (21) with the data \( \{y_t, j = 1, 2, \ldots, n\} \) replaced by artificial data \( \{y_{t_i}^*, j = 1, \ldots, n\} \). The artificial data sets here are the values at times \( t_1, t_2, \ldots, t_n \) of \( K \) independently simulated complete sample paths \( y_1^*, y_2^*, \ldots, y_{t_n}^* \) of the GARCH(1,1) process with parameters \( \bar{\theta} = (\bar{\omega}, \bar{\alpha}, \bar{\beta}) \). In simulating the artificial data here, the seed of the pseudo random number generator is fixed for the numerical optimizations to work.

To see the influence of sample size on the performance of the estimators, we choose two different numbers of observations, \( n = 2,500 \), and \( n = 10,000 \). In order to study the impact of different levels of missingness on the performance of the methods, we vary the amount of missing data for each sample size \( n \). The missing data percentages used in our experiments are \( m_p = 10\% \), \( m_p = 20\% \), and \( m_p = 30\% \). For reference, the case with complete data \( (m_p = 0\%) \) is also considered. For each missingness scenario, we first simulated 1000 different complete GARCH(1,1) times series of length \( N = \lfloor \frac{n}{1 - m_p} \rfloor \) with standard normal innovations and parameters \( \omega = 0.1, \alpha = 0.2 \) and \( \beta = 0.75 \). We then randomly selected \( N - n \) different time points between 1 and \( N \) (non-inclusive) and deleted the values of the 1000
complete time series at these time points. Note that the random configuration of missing occurrences is simulated once for each pair of $n$ and $m_p$, then held fixed across the 1000 data sets. On each resultant incomplete data set, we calculated the parameter estimates using the SMC and the other three methods. In the case with complete data, we only used the exact maximum likelihood estimation method. With the various likelihood-based estimators, we also calculated the estimated variance matrix by inverting the Hessian matrix, and the standard error estimates and the 95% confidence intervals accordingly. Variance estimation for the II estimator was not considered due to lacking of an easy-to-evaluate variance estimator.

The full results are provided in Table S.1 of the online supplement to the article, with Table 1 below displaying a subset. In these and other similar tables that follow, these are the definitions of the following summary statistics: 

- **Rel Bias**, the (empirical) bias divided by the true parameter, where the bias is calculated as Est minus the true parameter value; 
- **SE**, the standard error, calculated as the standard deviation of the individual estimates; 
- **SE**, the average of the standard error estimates; 
- **RMSE**, the (empirical) root mean square error; 
- **CP**, the (empirical) coverage probability of the 95% confidence interval (CI). 

The empirical densities of the different estimators for each of the three parameters at each combination of $n$ and $m_p$ detailed above are shown in Figure S.1 of the online supplement, with a subset of plots provided below in Figure 1.

**Table 1**

<table>
<thead>
<tr>
<th></th>
<th>$m_p = 0$</th>
<th></th>
<th>$m_p = 0.1$</th>
<th></th>
<th>$m_p = 0.2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exact MLE</td>
<td></td>
<td>Naive PML</td>
<td>SMC</td>
<td>SMC II</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>1000</td>
<td>250</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>Rel Bias</td>
<td>0.039</td>
<td>0.143</td>
<td>0.038</td>
<td>0.032</td>
<td>0.030</td>
</tr>
<tr>
<td>SE</td>
<td>0.020</td>
<td>0.022</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
</tr>
<tr>
<td>$\beta$ SE/SE</td>
<td>0.986</td>
<td>0.959</td>
<td>0.948</td>
<td>0.969</td>
<td>0.969</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.020</td>
<td>0.026</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
</tr>
<tr>
<td>CP</td>
<td>0.956</td>
<td>0.937</td>
<td>0.942</td>
<td>0.946</td>
<td>0.941</td>
</tr>
</tbody>
</table>

From Table 1 and Figure 1, we make the following observations:
Empirical densities of the naive, the PML, the SMC (\(K = 250\)), and the II estimators of the parameters \(\omega, \alpha, \) and \(\beta\), with different combinations of sample size \(n \in \{2500, 10000\}\) and missing data percentage \(m_p \in \{0.1, 0.3\}\). The vertical dashed lines in the graphs indicate the respective true parameter values.

- The behaviour of the SMC estimators in the presence of missing data is very similar to that of the exact MLE in the case with complete data. We observe negligible biases (relative to the standard error), approximately correct coverage probabilities of the 95\% CIs, and RMSEs that decrease at the correct rate when the sample size increases (approximately halving when \(n\) quadruples).
- The performance of the SMC estimators does not seem to be affected by increasing the percentage of missing data when the amount of observed data remains the same, while the naive MLE and the PML estimator suffer from larger biases when \(m_p\) increases.
- Even with as few as 250 particles, the SMC estimator is superior in terms of RMSE to the other three methods, albeit marginally with respect to the II estimator. The SMC method appears stabilized by 250 particles with summary statistics almost unchanged when the number of particles increases to 1000.
- The naive method, while extremely fast, suffers from significantly larger biases relative to their standard errors.
- The PML estimator is also extremely fast and can estimate the parameter \(\omega\) with much smaller bias than the naive estimator, although its bias is still substantially larger than those of the SMC and the II estimators.
• In terms of bias and variance, the II estimator is very similar to the SMC estimator, although its RMSE tends to be slightly larger. Furthermore, it is significantly slower to compute. For the same number of particles $K$, the II method is about 50 times slower than the SMC method, even though the SMC method also computes the Hessian matrix while the II method does not.

• While the empirical densities of the estimators by all four methods seem unimodal and symmetrical and have similar spreads, only those of the SMC estimators and the II consistently peak near the true values of the parameters.

• The computational time for the SMC method can be seen to increase roughly linearly with $N \approx n/(1 - m_p)$ as well as the number of particles $K$. Here and hereafter, the computational time of a method refers to the average running time of our code to obtain the parameter estimates on a single data set by that method on Intel Xeon Platinum 8274 3.2 GHz processors, with the objective function to be optimized in the method implemented in C++ and the numerical optimizations performed in R (R Core Team 2021) using the optim function with the Nelder-Mead method (Nelder & Mead 1965). The integration of the R and C++ code has been facilitated by the R package Rcpp (Eddelbuettel & François 2011). The initial values used in the numerical optimizations are the same for all methods ($\alpha^{(0)} = \beta^{(0)} = 0.45$, $\omega^{(0)} = 0.1 \sum y_t^2$). The reported times for the likelihood based methods also include the time required to compute the Hessian matrix.

It is worth noting that although in the reported simulation experiments we randomly generated one realization of the missingness process to use across all 1000 data sets, in unreported simulation experiments we have found that when the missingness process is regenerated for each data set, the SMC MLE works equally well and similarly outperforms the other methods considered.

3.1.2. SMC at High Levels of Missingness. We further assess the SMC method’s performance at more extreme levels of missingness. Two cases are considered: only observing every 3rd value of the series, that is 66.7% missing, corresponding to a monthly series observed only on a quarterly basis and every 5th value, that is 80% missing, corresponding to a daily series only observed once a trading week. The results are displayed in Table 2. We see that, in the case when only every 3rd value is observed, even with $K = 250$ particles, the empirical biases of the estimators are all negligible relative to their respective SEs and the SE estimates are all fairly close to the empirical SEs despite a slight downward bias. Furthermore, the empirical CPs of the 95% CIs are all 0.90 or higher and the RMSEs all halve approximately when $n$ quadruples. Increasing the number of particles from $K = 250$ to $K = 1000$ (and quadrupling the computational cost) only sees a slight improvement in the performance of the estimators. However, in the case when only every 5th value of the series is observed, even with $K = 1000$ particles and $n = 10,000$ observations, the variances of the SMC estimators appear to be severely underestimated. Although this is largely due to a few extreme outliers among the 1000 estimates distorting the average, the tendency of the inverted Hessian to underestimate the variance seems persistent at both missingness levels, albeit less severe at the lower level.

To address this issue, and to avoid the arbitrariness of the choice of the number of particles $K$, we experimented the following strategy with an adaptive $K$. Start with a relatively small number of particles $K_0$ (say 10 ≤ $K_0$ ≤ 100) to get an initial SMC estimate quickly, and then keep increasing the value of $K$ and re-estimating the parameter until the estimate converges. In each re-estimation step, the previous parameter estimate is used as the initial value in the optimization. The converged value is taken as the final SMC estimate $\hat{\theta}$. To estimate the Hessian matrix at $\hat{\theta}$, we first compute the Hessian matrix of the smooth SMC approximation
to the negative log-likelihood at \( \hat{\theta} \) with \( K \) set at the final value at convergence (using e.g. the optimHess function in R), and then double the value of \( K \) and recompute the Hessian. The weighted average of these two numerical Hessians is taken as our final estimate of the Hessian, where the latter one’s weight is twice that of the former. The final Hessian estimate is then inverted to estimate the variance of \( \hat{\theta} \). For ease of reference, we call this method of Hessian matrix and variance estimation the particle doubling method.

The summary statistics of the estimation results using this strategy with an adaptive \( K \) are also included in Table 2. We see that the issue of the downward bias in variance estimation noted earlier has been largely overcome. The CPs of the 95% CIs have all improved and the RMSEs approximately halve when \( n \) quadruples in both missingness scenarios. The average computation time has also shortened substantially for nearly all cases, even compared with the estimator with only \( K = 250 \) particles, suggesting in many cases using \( K = 250 \) particles is more than necessary. Overall, the SMC method for parameter estimation with an adaptive \( K \) value and the particle doubling method for variance estimation seem to work satisfactorily. Moreover, the deterministic mechanism of data missingness in these examples also suggests that the SMC method is not affected by non-stationarity of the missingness process.

### Table 2

Summary of the SMC parameter estimates for 1000 simulated data sets with \( n = 2500 \) or \( n = 10000 \) observations and fairly extreme levels of missingness, where either every 3rd (\( m_p = 66.7\% \)) or every 5th (\( m_p = 80\% \)) value of the Gaussian innovation GARCH(1,1) series is observed. True values of the parameters: \( \omega = 0.1, \alpha = 0.2, \beta = 0.75 \).

<table>
<thead>
<tr>
<th>( K = 250 )</th>
<th>( K = 1000 )</th>
<th>( K ) adaptive</th>
<th>( K = 250 )</th>
<th>( K = 1000 )</th>
<th>( K ) adaptive</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega )</td>
<td>( \alpha )</td>
<td>( \beta )</td>
<td>( \omega )</td>
<td>( \alpha )</td>
<td>( \beta )</td>
</tr>
<tr>
<td>Rel Bias</td>
<td>0.038</td>
<td>0.007</td>
<td>-0.004</td>
<td>0.031</td>
<td>0.005</td>
</tr>
<tr>
<td>SE</td>
<td>0.019</td>
<td>0.023</td>
<td>0.028</td>
<td>0.019</td>
<td>0.022</td>
</tr>
<tr>
<td>SE/SE</td>
<td>0.890</td>
<td>0.946</td>
<td>0.919</td>
<td>0.922</td>
<td>0.985</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.019</td>
<td>0.023</td>
<td>0.028</td>
<td>0.019</td>
<td>0.022</td>
</tr>
<tr>
<td>CP</td>
<td>0.924</td>
<td>0.915</td>
<td>0.896</td>
<td>0.938</td>
<td>0.932</td>
</tr>
<tr>
<td>Time (s.)</td>
<td>24.18</td>
<td>103.1</td>
<td>3.80</td>
<td>36.65</td>
<td>134.1</td>
</tr>
</tbody>
</table>

| Rel Bias | 0.012 | 0.004 | -0.001 | 0.007 | 0.001 | -0.001 | 0.020 | 0.004 | -0.002 | 0.041 | 0.013 | -0.005 | 0.040 | 0.011 | -0.005 | 0.016 | 0.010 | -0.003 |
| SE | 0.009 | 0.012 | 0.014 | 0.009 | 0.012 | 0.014 | 0.009 | 0.012 | 0.014 | 0.054 | 0.015 | 0.037 | 0.055 | 0.021 | 0.042 | 0.009 | 0.013 | 0.016 |
| SE/SE | 0.938 | 0.959 | 0.950 | 0.958 | 0.975 | 0.970 | 0.974 | 0.987 | 0.996 | 0.154 | 0.776 | 0.379 | 0.157 | 0.567 | 0.346 | 1.004 | 0.944 | 0.968 |
| RMSE | 0.009 | 0.012 | 0.014 | 0.009 | 0.012 | 0.014 | 0.010 | 0.012 | 0.015 | 0.054 | 0.015 | 0.037 | 0.055 | 0.021 | 0.042 | 0.009 | 0.013 | 0.016 |
| CP | 0.933 | 0.925 | 0.938 | 0.934 | 0.932 | 0.939 | 0.943 | 0.917 | 0.944 | 0.912 | 0.899 | 0.904 | 0.939 | 0.919 | 0.929 | 0.949 | 0.920 | 0.940 |
| Time (s.) | 93.91 | 400.7 | 54.4 | 143.4 | 609.4 | 158.7 |

### 3.2. Aggregated Observations.

#### 3.2.1. SMC vs Quasi Maximum Likelihood.

This section analyzes the performance of the SMC estimation method at varying degrees of aggregation, evaluating also its relative performance against the quasi maximum likelihood (QML) estimator of Cascone & Hotta (2019). The QML estimator constructs the quasi likelihood by assuming the conditional distributions of the aggregated returns are Gaussian. For reference, the estimation results using the naive MLE method (which ignores data aggregation altogether) are also included. Let us define the term aggregation level as \( A_L = N/n \), that is, the average number of underlying GARCH observations per aggregation window. We again consider two sample sizes: \( n = 2500 \) and \( n = 10000 \). For each \( n \), we simulate for a given \( A_L \), 1000 different data sets of a length \( N = \lfloor nA_L \rfloor \) GARCH(1,1) series with standard normal innovations and true parameters \( \omega = 0.1, \alpha = 0.2 \) and \( \beta = 0.75 \). Then for each data set, the end point of the last aggregation window is taken as \( t_n = N \), with the remaining \( n - 1 \) aggregation window end points chosen with equal probability (without replacement) from the set \( \{1, \ldots, N-1\} \). The
configuration of aggregations is simulated once for each $A_L$ and then held fixed across the 1000 data sets.

Dealing with weekday trading holidays in financial price series, one would expect to encounter $A_L < 1.05$. However, we shall analyze slightly more severe levels at 1.11, 1.25 and 1.43 (corresponding to $10/a$ for $a = 9, 8, 7$ respectively). The full results are provided in Table S.2 of the online supplement, with a subset displayed below in Table 3. From either table, we observe the following:

• The SMC estimates are seen to be superior, even at just 250 particles, to the QML and the naive estimates in terms of negligible bias, smaller SE, and smaller RMSE. Performance of the naive and the QML estimators noticeably deteriorates as $A_L$ increases, while the SMC performance is barely affected.
• Summary statistics between the SMC method utilizing 250 and 1000 particles are fairly similar, although they are in general marginally better utilizing 1000 particles.
• Variance estimation by simply inverting the Hessian of the SMC approximation of the negative log-likelihood or by inverting the Hessian of the negative quasi log-likelihood tends to underestimate the true variance of the respective estimator. Consequently, the coverage probabilities of the 95% CIs are noticeably lower than the nominal level of 0.95, especially when the aggregation level is higher. While this detriment is already seen to be less severe in the case of SMC, utilizing the SMC estimator with an adaptive number of particles $K$, together with the particle doubling method for variance estimation, improves the 95% CIs attained with SMC to roughly the correct coverage probabilities.
• When the number of observations changes from $n = 2,500$ to $n = 10,000$, the RMSE of the SMC estimators roughly halve, while this is not observed for the QML estimator.
• The median computational time to obtain an estimate by a method and the corresponding standard error appears to scale approximately linearly in $N$ and $K$. Note that here we report the median rather than the mean of the computation times as the computation times are highly skewed to the right, especially for the SMC method with adaptive number of particles. In practice, one can, as we have, apply a truncation in Line 21 of Algorithm 2 so that the sum is taken only over $j$’s such that $|\sigma^2(j) - \sigma^2(k)| \leq 3c$, reducing the otherwise $K^2$ operations to around linear.

Empirical densities for both the SMC ($K$ adaptive) and QML parameter estimates are provided below in Figure 2 for $A_L \in \{1.11, 1.43\}$, with those for $A_L = 1.25$ available in Figure S.2 of the online supplement. Across the board, we see that the densities of the SMC estimates peak very close to the respective true parameter values. Whereas the peaks of the densities of the naive and the QML estimates are substantially farther away from the true values, especially when the level of data aggregation is higher.

3.2.2. SMC at High Levels of Aggregation. As mentioned, the norm encountered with financial price series is $A_L < 1.05$. However, when it comes to economic time series, one could be faced with a monthly series aggregated to quarterly ($A_L = 3$) or a daily series that is aggregated up to a trading week ($A_L = 5$). Thus, we also investigate use of our SMC method at these higher levels with the results summarized in Table 4. We see that, in terms of bias and RMSE, the estimation performance is still reasonably reliable, with a trend, across all parameters, of improvements in both bias and standard error as more particles are employed. However, the downward bias in variance estimation by simply inverting the Hessian at the end of optimization is more severe. With an adaptive number of particles and the particle doubling method for variance estimation, the SMC estimator seems able to provide substantial correction for the bias in variance estimation, although the empirical coverage probabilities of the 95% CIs are still a little short of the nominal level. In practice, to estimate the variance of the SMC estimator in the presence of highly aggregated data, a bootstrap based approach might be a viable alternative.
4. Real Data Analysis. In this section we apply our methodology to model the daily volatility of three ETFs, listed on the Australian Stock Exchange (ASX), that provide global exposure. On ASX trading holidays, these ETFs are not priced, yet it is likely their underlying international holdings remain subject to trading activity on offshore exchanges. Ignoring this aspect, after a 1-day ASX trading holiday, one will not correctly account for the fact that in reality 2 days worth of volatility has eventuated. The usual convention in studies on missing data in financial time series (cf. Bondon & Bahamonde 2012, Cascone & Hotta 2019)
is to ignore weekend gaps but recognize observations missing from trading holidays. This therefore is the convention we follow here.

For each ETF we examine two return series; log returns from the opening to closing price (OC returns) and log returns between successive closing prices (CC returns). When a day of pricing is missed, one has no choice but to treat OC returns as missing, whereas CC returns can be treated as aggregated. Thus, Algorithm 1 is used for the series of OC returns and Algorithm 2 employed for the series of CC returns. Bondon & Bahamonde (2012) in their application considered CC returns; however, a day of missing price information was treated by them as two consecutive CC returns missing, whereas our treatment fully incorporates all available information in the data set. Moreso the norm in empirical studies is the analysis of CC returns, although OC returns, also referred to as intraday returns, have been studied for instance in Kelly & Clark (2011) and Lou, Polk & Skouras (2019). Certain market participants, for example day traders, who generally do not hold positions overnight, may find value in the analysis of OC returns.

The three ETFs analyzed are the iShares S&P 500 ETF (IVV.AX), iShares MSCI EAFE ETF (IVE.AX) and iShares China Large-Cap ETF (IZZ.AX). The study period is from the 4th of January 2010 to the 31st of December 2019 ($N = 2607$), with pricing data obtained from Yahoo! Finance. In this period there are a total of 81 ASX trading holidays. Additionally,
there are a further 2, 13 and 10 missing data points encountered respectively in IVV.AX, IVE.AX and IZZ.AX on days when no volume was traded. On these days price discovery is inhibited. While no trades on the ETF were successfully executed on the day, it is quite likely that some of its underlying holdings (for which ETFs generally hold many) were subject to trading activity that day, moving the ETF’s net asset value. Market mechanisms are in place to ensure an ETF’s price does not deviate too much from the net asset value of its underlying holdings. Table 5 summarizes the inter-observation times for each ETF series. The time series of daily close prices for the ETFs are displayed in Figure 3 with vertical bars indicating occurrence of missing price points.

<table>
<thead>
<tr>
<th>Series</th>
<th>$n_1$</th>
<th>$n_2$</th>
<th>$n_3$</th>
<th>$n_4$</th>
<th>$A_L$</th>
<th>$m_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>IVV.AX</td>
<td>2462</td>
<td>42</td>
<td>19</td>
<td>1</td>
<td>1.032</td>
<td>3.18%</td>
</tr>
<tr>
<td>IVE.AX</td>
<td>2440</td>
<td>53</td>
<td>19</td>
<td>1</td>
<td>1.037</td>
<td>3.61%</td>
</tr>
<tr>
<td>IZZ.AX</td>
<td>2447</td>
<td>48</td>
<td>20</td>
<td>1</td>
<td>1.036</td>
<td>3.49%</td>
</tr>
</tbody>
</table>

For all data sets, we found utilizing the SMC algorithms with 250 and 1000 particles yielded similar parameter estimates and confidence intervals. To avoid getting caught in a local optimum solution, optimizations were initialized from ten scattered starting points.

4.1. CC Returns. Turning attention first to the CC returns, the parameters along with 95% confidence intervals of fitting a GARCH(1,1) with standard normal noise to the CC returns are presented in Table 6.

As the SMC procedure does not yield point estimates of $(\sigma^2_t)$, standardized residuals cannot be calculated and investigated. As an alternative, a diagnostic to assess the fitted model, proposed in Pitt, Malik & Doucet (2014), is to consider the Rosenblatt (1952) residuals, i.e. the fitted conditional distribution functions evaluated at the observed data,

\[
F(Y_i | Y_{1:i-1}) = \int F(Y_i | X_i) \mathbb{P}(dX_i | Y_{1:i-1}) \approx \frac{1}{K} \sum_{k=1}^{K} F(Y_i | X_i^{(k)}) =: \hat{u}_i, \tag{22}
\]

for $i = 1, \ldots, n$. If the parameters and model are appropriate, then $\hat{u}_i \sim \text{i.i.d.} U(0,1)$ as $K \to \infty$.

For all three CC returns series, Figure 4 displays QQ-plots of the estimated $\hat{u}_i$ against the $U(0,1)$ distribution. Based on these QQ-plots, the model with normal innovations seems a reasonable choice.

4.2. OC Returns. Two GARCH(1,1) models are fit to each OC returns series, one with Normal$(0,1)$ innovations and the other using Laplace$(0,1)$. The fits along with 95% confidence intervals are presented in Table 7. Based on the QQ-plots in Figure 5, in all series, the model with Laplacian noise appears the better suited.

Remark: We find little benefit, in our context, to provide commentary to contrast the difference in fitted volatility models between an ETF’s OC and CC returns. Empirical studies (cf. Kelly & Clark 2011, Lou et al. 2019) have found behavioural differences in a financial instrument’s intraday and overnight (close to open) returns, thus different volatility dynamics would be unsurprising.
Fig 3. Time series of daily closes for IVV.AX, IVE.AX and IZZ.AX from the 4th of January 2010 to the 31st of December 2019. Vertical bars indicate occurrence of missing prices.

Table 6
The fitted GARCH models, along with estimated 95% confidence intervals, for the 3 CC returns data sets.

<table>
<thead>
<tr>
<th>Series</th>
<th>$\omega$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>IVV.AX</td>
<td>0.0462 (0.0257, 0.0666)</td>
<td>0.1081 (0.0760, 0.1402)</td>
<td>0.8264 (0.7737, 0.8790)</td>
</tr>
<tr>
<td>IVE.AX</td>
<td>0.0439 (0.0257, 0.0622)</td>
<td>0.1240 (0.0909, 0.1572)</td>
<td>0.8266 (0.7822, 0.8710)</td>
</tr>
<tr>
<td>IZZ.AX</td>
<td>0.0269 (0.0083, 0.0455)</td>
<td>0.0414 (0.0255, 0.0574)</td>
<td>0.9409 (0.9160, 0.9657)</td>
</tr>
</tbody>
</table>

Fig 4. QQ-plots of the estimated $\tilde{u}_t$ against the $U(0, 1)$ distribution for each CC returns series. Dashed lines indicate 95% pointwise confidence bands.
Table 7
The fitted GARCH models, along with estimated 95% confidence intervals, for the 3 OC returns data sets.

<table>
<thead>
<tr>
<th>Series</th>
<th>Noise</th>
<th>$\omega$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>IVV.AX</td>
<td>Normal</td>
<td>0.0409 (0.0185, 0.0634)</td>
<td>0.1609 (0.0975, 0.2244)</td>
<td>0.6794 (0.5413, 0.8174)</td>
</tr>
<tr>
<td></td>
<td>Laplace</td>
<td>0.0227 (-0.0026, 0.0481)</td>
<td>0.0511 (0.0116, 0.0905)</td>
<td>0.6883 (0.3917, 0.9848)</td>
</tr>
<tr>
<td>IVE.AX</td>
<td>Normal</td>
<td>0.0044 (0.0024, 0.0064)</td>
<td>0.0252 (0.0150, 0.0315)</td>
<td>0.9680 (0.9583, 0.9777)</td>
</tr>
<tr>
<td></td>
<td>Laplace</td>
<td>0.0059 (-0.0031, 0.0149)</td>
<td>0.0114 (-0.0033, 0.0261)</td>
<td>0.9418 (0.8625, 1.0212)</td>
</tr>
<tr>
<td>IZZ.AX</td>
<td>Normal</td>
<td>0.0449 (0.0161, 0.0738)</td>
<td>0.0385 (0.0219, 0.0551)</td>
<td>0.9205 (0.8836, 0.9574)</td>
</tr>
<tr>
<td></td>
<td>Laplace</td>
<td>0.0196 (0.0032, 0.0361)</td>
<td>0.0167 (0.0064, 0.0269)</td>
<td>0.9359 (0.8957, 0.9762)</td>
</tr>
</tbody>
</table>

![QQ-plots of the estimated $\hat{u}_i$ against the $U(0,1)$ distribution for each OC returns series, using both Normal and Laplace innovations. Dashed lines indicate 95% pointwise confidence bands. In all series, the model with Laplacian noise appears the better suited.](image)

5. Concluding Remarks. Fitting the GARCH(1,1) model to time series with missing or aggregated observations is challenging due to the intractable likelihood in such cases. This paper proposes a sequential Monte Carlo method to approximate the intractable likelihood whereby the approximated likelihood as a function of the model parameters is sufficiently smooth for the purpose of numerical optimization. Our numerical experiments reveal that the resulting parameter estimates obtained from maximizing the SMC approximated likelihood (SMC MLE) behave just as well in the presence of missing data as those from standard MLE when one has complete data. The SMC MLE method has been shown to outperform in terms of RMSE the existing methods to handle missing or aggregated data. While this outperformance is seen to be marginal relative to the indirect inference method of Blasques et al. (2021), the SMC MLE method has the added advantage of being significantly faster to compute with easy to obtain standard error estimates.
Furthermore, it is straightforward to adapt the methodology for use with other GARCH variants such as those of Nelson (1991) and Glosten, Jagannathan & Runkle (1992). In the case of a time series suffering both from periods of missing observations and from other periods of data aggregation, a SMC solution can still be implemented. One just need to switch between using lines 7-31 in Algorithm 1 when data is missing and lines 7-38 in Algorithm 2 when data is aggregated. While for ease of exposition we have presented the algorithms assuming independence with respect to the missingness process, there certainly is flexibility to augment the algorithms to relax this. For example, as a means to gain insights into different volatility behaviours between trading and non-trading days, one could modify the algorithms here to fit a GARCH(1,1) series with parameters switching between one set of parameters used on trading days and another employed on non-trading days. For the SMC framework proposed here to be extended to estimate GARCH(p,q) models for either p > 1 or q > 1 (or both) with missing or aggregated observations, the development of a high-dimensional sampling method to produce a smooth likelihood surface is required, which is not straightforward (Pitt & Malik 2011). However, “the overwhelmingly most popular GARCH models in applications has been the GARCH(1, 1) model” (Terasvirta 2009), see also for instance Hansen & Lunde (2005). Therefore, methods for maximum likelihood estimation for this model are certainly of considerable practical value.

In the complete data case, the Gaussian quasi maximum likelihood estimator (QMLE) for the GARCH model, which simply assumes the innovations $z_t$ to be i.i.d. standard normal irrespective of their true distribution, is known to be consistent and asymptotically normal under certain regularity conditions (see e.g. Han & Kristensen 2014, Francq & Thieu 2019). This suggests that in the case with complete data, the Gaussian MLE is robust to misspecification of the innovation distribution. When faced with missing data, however, such robustness seems to be compromised. For example, when the innovations are i.i.d. standardized skew-$t$ distributed and 10% of data is missing, our simulation experiments (results available in the online supplement) show that the Gaussian MLE, obtained using the SMC method by assuming Gaussian innovations, suffers from a persistent bias when the sample size increases. This suggests that in the case with missing data, the Gaussian MLE is not consistent when the distribution of the innovations is misspecified. However, this should be viewed as a feature of the Gaussian MLE rather than a problem of the SMC method of obtaining the estimator.

A classical approach for likelihood maximization in the presence of missing data is the EM algorithm (Dempster, Laird & Rubin 1977). In the problem considered in this paper, however, it is not straightforward to implement the EM algorithm. The reason is that the $Q$-function in the E-step of the algorithm, or the expectation of the complete data log-likelihood of the parameters conditional on the observed data and the current estimate of the parameters, is also an intractable integral per se. Thus, evaluating the $Q$-function (exactly or approximately) and maximizing it in the M-step for the updated parameter estimate is basically as hard as evaluating the marginal log-likelihood and maximizing it for the MLE directly. Given that the EM cycle typically needs to be repeated multiple times until convergence, we see no appeal in the EM algorithm in the current context. Some EM-like algorithms, such as those considered by Gábor et al. (2017), Sucarrat & Escribano (2018) and Sucarrat & Grønneberg (2022), replace certain missing variables by their estimated values and then treat them as known in calculating the likelihood contributions of the observed data. The resulting likelihood is then maximized to obtain the estimates of the parameters. Such algorithms are intrinsically different from the EM algorithm of Dempster et al. (1977), in that they typically do not produce the MLE as the EM algorithm does. If they are applied to the GARCH(1,1) model with missing data, the resultant likelihoods to be maximized are similar to the pseudo likelihood given in (21), and the resultant estimators are expected to be inconsistent with their biases increasing with the missing data percentage, similar to the PML estimator. Therefore, we do not consider the EM algorithm or the EM-like algorithms further in this work.
The two main methods introduced in this paper, Algorithm 1 to handle missing data as arises in the OC (intraday) returns, and Algorithm 2 to handle aggregated observations as arises in the interday (CC) returns have been successfully applied to model volatility in ETFs with a large number of observations typical of financial applications. By these methods accurate estimation is achieved while properly accounting for missing or aggregated data. We also illustrated the use of (approximate) Rosenblatt residuals to assess the goodness-of-fit of the model and found that for OC returns, the GARCH(1,1) model with Gaussian innovations is not adequate while it is with the heavier-tailed Laplacian innovations, which we speculate is due to the phenomenon of price gapping at market open.
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