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ABSTRACT

The Australian east coast low (ECL) is both a major cause of damaging severe weather and an important contributor to rainfall and dam inflow along the east coast, and is of interest to a wide range of groups including catchment managers and emergency services. For this reason, several studies in recent years have developed and interrogated databases of east coast lows using a variety of automated cyclone detection methods and identification criteria. This paper retunes each method so that all yield a similar event frequency within the ECL region, to enable a detailed intercomparison of the similarities, differences, and relative advantages of each method. All methods are shown to have substantial skill at identifying ECL events leading to major impacts or explosive development, but the choice of method significantly affects both the seasonal and interannual variation of detected ECL numbers. This must be taken into consideration in studies on trends or variability in ECLs, with a subcategorization of ECL events by synoptic situation of key importance.

1. Introduction

On the east coast of Australia, east coast lows (ECLs) can cause heavy rain, strong winds, and high seas (e.g., Abbs et al. 2006; Callaghan and Helman 2008; Speer et al. 2009; Dowdy et al. 2014), resulting in major flooding, loss of life, and interruptions to shipping. Hopkins and Holland (1997) identified that 7% of all major natural disasters in Australia between 1967 and 1991 were a consequence of ECLs, while an ECL in June 2007 caused close to $1.5 billion [Australian dollars (AUD)] in damage, including the beaching of the bulk carrier “Pasha Bulker” (Mills et al. 2010; Chambers et al. 2014). This is the seventh-largest disaster loss in Australia since records began in 1967, when normalized to account for inflation. In addition, ECLs are a major contributor to annual rainfall totals and catchment inflows along the coast, with important implications for rainfall variability and water security (Pepler and Rakich 2010; Pepler et al. 2014). For these reasons, ECLs are of major interest to sectors ranging from emergency managers to catchment authorities.

An ECL can be loosely described as any surface low pressure system that forms or intensifies in a maritime environment near the east coast (Speer et al. 2009; see solid line in Fig. 1). The term ECL can, thus, include systems ranging from deep extratropical cyclones with attached frontal systems, to mesoscale lows developing
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in a coastal trough, to transitioning tropical cyclones. As the ECL region extends to 24°S, northern areas can also be impacted by fully fledged tropical cyclones, with a category 3 cyclone in the Brisbane region causing major damage, flooding, and numerous deaths in February 1954 (Callaghan and Helman 2008; Speer et al. 2009).

Because of the diverse nature of low pressure systems impacting the east coast, there is considerable inconsistency in the identification of ECLs between studies. Historical studies such as Hopkins and Holland (1997), Qi et al. (2006), and Callaghan and Helman (2008) focused on a subset of ECLs identified by the presence of severe impacts in terms of wind, rain, and other criteria, with the most systematic (Hopkins and Holland 1997) identifying an average of 2.5 such events per year between 1958 and 1992. In more recent years, a more comprehensive ECL database was developed by Speer et al. (2009), which was referred to as the maritime low database (MLD). This database includes all surface lows in the region indicated in Fig. 1 between 1970 and 2006, as identified through manual inspection of the 0000 UTC synoptic charts. This database averages 22 ECLs per year, many of which have no identified weather impacts on the Australian coast.

The issue of identifying ECLs persists to the present day. Over recent decades, there has been significant progress in the use of objective low tracking algorithms to supplement or replace subjective and labor-intensive subjective databases such as the MLD (e.g., Murray and Simmonds 1991; König et al. 1993; Sinclair 1994; Hoskins and Hodges 2005; Wernli and Schwierz 2006). Several of these studies have analyzed broader patterns of extratropical cyclone activity across the Southern Hemisphere, and an international study is currently under way to compare 15 low tracking schemes across the globe (Neu et al. 2013). This found relatively high consistency between identification methods for strong lows, but large differences in absolute numbers of storms, particularly when considering small, short-lived and slowly moving cyclones.

These broadscale studies offer a more robust comparison than is possible for this paper, comparing large numbers of tracking schemes across several reanalysis datasets. However, because of their global scale and large variations in cyclone frequency they offer limited insight into the finer details of tracking scheme performance in small regions such as the east coast of Australia. Furthermore, use of a manual database for comparisons in this study offers the ability to tease out the skill of each scheme for ECLs that develop in different synoptic systems and those associated with severe weather impacts.

In the past three years, two studies have instead sought to apply similar low tracking algorithms specifically to the Australian ECL (Browning and Goodwin 2013; Pepler and Coutts-Smith 2013), with a third study (Dowdy et al. 2011) attempting to identify ECL-favorable conditions in the upper-level circulation. Each study employed a different low identification method and optimized it to the Australian region, using the MLD described above as a baseline for comparison. Therefore, there is a need to understand the extent to which the results using these different ECL detection methods differ, to give guidance for future users in choosing the ECL identification method best suited to their needs.

In this paper, we first describe the Speer et al. (2009) MLD and the four automated ECL identification methods used in this study, including any modifications from the initial paper. The ECLs identified using each detection method are compared in terms of their seasonality, spatial distribution, and other characteristics, with the proviso that some data are unavailable for the Dowdy et al. (2011) method. We then compare the extent to which the different automated methods detect the same ECL events, with particular focus on the detection of ECLs associated with severe weather impacts or rapid (explosive) development. For this purpose, the MLD can be used as a benchmark, with the expectation that all major or impactful events are included, although it cannot be considered as “truth.” Finally, we present
a summary of the advantages and disadvantages of each method, to help future users identify the approach of greatest use.

2. ECL databases

a. The maritime low database

The MLD is a comprehensive, manual database of ECL events that was developed within the Australian Bureau of Meteorology, and is described by Speer et al. (2009). This database was built on the archived mean sea level pressure charts that were prepared by the forecasters at the National Meteorological and Oceanographic Centre, of which the 0000 UTC surface chart was readily accessible as part of the bureau’s Monthly Weather Review-Australia series (http://www.bom.gov.au/climate/mwr; an example is shown in Fig. 2b). A skilled observer then identified all cases where a surface low was indicated by either a closed contour or a low center (“L” or “X”) in the region indicated by the solid line in Fig. 1, with only the deepest low retained in cases with multiple centers. For each instance the database includes the latitude, longitude, and central pressure of the low, with lows on consecutive days combined into ECL events based on the judgment of the analyst. While pressure data was the main information used, records of impacts were also taken into account by the analyst, with satellite data used to aid identification in some instances in later years. This approach has high costs in terms of human resources, with the database restricted to the period 1970–2006.

The MLD also includes additional information on the synoptic situation of the ECL. While Speer et al. (2009) identified six different ECL types, we employ their more general three-category system of lows that develop in easterly (E) wind regimes (easterly trough and inland trough lows) versus lows that develop from the mid-latitude westerlies (W; decaying fronts, waves on a front, and lows in the westerlies), in addition to ex-tropical cyclones. Because of the requirement of a low center, the database excludes precyclonic frontal waves [i.e., Hewson (2009) stages 0–2]. While these can develop into substantial cyclonic storms in the North Atlantic, the frequency and importance of such events along the east coast of Australia is yet to be quantified, so the influence on this study is uncertain.

Speer et al. (2009) defined an ECL as a “bomb” where a 10-hPa or larger decrease in pressure was observed over 24 h. This threshold is either applied to the difference in central pressure at two consecutive (24 h) time steps, or the difference between the central pressure at the first instance where a low is defined and the average pressure in the previous chart, to accommodate cases where the strength of the first identifiable time for an event indicates rapid development occurred in the preceding 24 h. This database identified 2.5 explosive ECLs per year from visual analysis, many of which were based on the “instantaneous” appearance of a strong low between two consecutive 24-h charts.

The advantage of this approach is that it uses human pattern recognition to identify ECL events, with the added capability to classify ECL events based on the

![Fig. 2. (a) The ERA-Interim MSLP field for a deep ECL at 0000 UTC 8 Aug 1998, with ECL locations for four approaches marked. The corresponding 2-day mean maximum geostrophic vorticity at 500 hPa for this time was $7.1 \times 10^{-5}$ s$^{-1}$. (b) The corresponding Bureau of Meteorology synoptic chart obtained from the Monthly Weather Review-Australia; note the similarity of central pressure and contour separation between the two analyses.](http://www.bom.gov.au/climate/mwr)
broaden the synoptic situation. While the MLD cannot be taken as truth, its subjective nature means it will include most ECLs with significant impacts during the period of overlap, 1980–2006. For this reason, the MLD makes a useful ground truth for testing the automated schemes and can be treated as a baseline for comparisons. However, the subjective nature of ECL identification may result in inconsistent identification of lows, particularly borderline or weak events and those near the boundary of the ECL region. The approach also suffers from low temporal resolution, and is known to miss events where development or movement is sufficiently rapid that the event is present in the ECL domain for less than 24 h, and, therefore, outside the domain for both 0000 UTC charts (Pepler and Coutts-Smith 2013).

b. Automated low detection methods

The ECLs identified in the MLD will be compared to those derived using four different automated low detection methods, all of which have been applied to the Australian ECL in recent years (Dowdy et al. 2011; Browning and Goodwin 2013; Pepler and Coutts-Smith 2013). Such methods can be applied to any set of gridded pressure observations, with the 1.5° Interim European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA-Interim; Dee et al. 2011) chosen for this study based on its use for the original versions of two of the three recent studies (Browning and Goodwin 2013; Dowdy et al. 2013b). From this reanalysis, surface pressure and upper-level geostrophic height data were retrieved at 6-hourly intervals between 1980 and 2009, with one example field shown in Fig. 2a.

The choice of the ECLs at low spatial resolutions (e.g., Neu et al. 2013). We tested the sensitivity of results to reanalysis choice by also applying each tracking scheme to the 2.5° National Centers for Environmental Prediction–National Center for Atmospheric Research (NCEP–NCAR) reanalysis (Kalnay et al. 1996), which resulted in similar patterns of seasonality, interannual variability, and event detection for each method (not shown), giving some confidence in the robustness of results. However, it is important to note that lower-resolution reanalyses can fail to detect the true intensity of lows, particularly those at small spatial scales (e.g., Uotila et al. 2009), and do not incorporate skilled local knowledge for subgrid-scale lows such as is available for the MLD. While a higher spatial resolution of ERA-Interim is now available, this was not used because of the large variability in low detection for the same method across different reanalyses at high spatial resolutions (e.g., Di Luca et al. 2014, manuscript submitted to J. Climate), which would add additional uncertainty to results.

1) The Laplacian method (LAP)

The cyclone identification and tracking scheme described in Murray and Simmons (1991) is one of the more widely used low identification methods in the literature (e.g., Lim and Simmons 2002; Pezza and Ambrizzi 2003; Pinto et al. 2005; Allen et al. 2010; Kouroutzoglou et al. 2011; Grieger et al. 2014), and has recently been applied to the Australian ECL in Pepler and Coutts-Smith (2013). This approach first identifies a maximum in the Laplacian of the pressure, before employing an iterative technique to identify a corresponding pressure minimum from a spline-fitted pressure field. This surface low can be either a low with closed contours, or an “open” system with a strong pressure inflexion, with the “center” of open systems given as the point of minimum pressure gradient. Open systems form less than 5% of identified lows, but are retained to avoid unnecessary splitting of an ECL event that may temporarily lose closed circulation. For each surface low a future position is predicted based on a combination of climatological and previous movement, with the cyclone track determined based on a weighted least squares difference between the predicted and observed position and intensity (described in more detail in Murray and Simmons 1991).

The Laplacian of MSLP is proportional to the geostrophic vorticity, with the average of the Laplacian within a specified radius of the low center (referred to as the “curvature”) an indicator of the intensity of the low; for this reason, in this paper this tracking scheme will be referred to as the Laplacian method (LAP).

Two versions of this scheme are applied in this paper. One corresponds to a relatively old version of the scheme that is maintained by the Bureau of Meteorology (hereafter LAPv1: Jones and Simmons 1993), which was used in Pepler and Coutts-Smith (2013) when determining the location and duration criteria to distinguish an ECL. The other is the current version of the scheme used at the University of Melbourne (hereafter LAPv2: Simmons et al. 1999; Lim and Simmons 2007) that includes several advances and a number of additional input and output parameters compared with the earlier version of the LAP method.

To the extent to which it is possible, the same low identification and tracking parameters have been employed for both versions of this scheme; however, the newer version (LAPv2) has a number of improvements over the older version. These include changes to the calculations of predicted low movement (“steering”) and the inclusion of a weak/strong criterion in the
probability matching algorithm, as well as an increase in the number of tunable parameters. The new version also includes additional data smoothing and topographic filtering, of particular value at high spatial resolutions (e.g., Uotila et al. 2009, 2011), which is expected to influence the detection of lows near the coastline. For the purposes of this paper, a smoothing radius of 2° was used, which was found to give the best results for 1.5°–2.5° grids, with all other parameters for which a LAPv1 equivalent is unknown left at the default values.

The intensity of a cyclone detected by this scheme is given by the average of the Laplacian over a defined radius from the center of the low. This intensity measure is sensitive to the choice of radius, with higher curvatures when the average is calculated closer to the center of the low. For this study we use an averaging radius of 2° for both versions of this approach, which is consistent with the use of this tracking algorithm on a variety of 2.5° reanalyses (Simmonds et al. 2008). Note that this is a substantially smaller radius than used with LAPv1 in Pepler and Coutts-Smith (2013), and may improve the detection of smaller lows.

While these two methods are based on the same approach, it is expected that there may still be significant differences, with two versions of this scheme showing surprisingly large differences in Neu et al. (2013). Note also that the newer (LAPv2) approach also first regrids the ERA-Interim pressure field to a polar stereographic grid, to improve its use at polar latitudes, with the projection chosen to give a spatial resolution of 1.5° at 30°S; this is not expected to cause major differences at these latitudes, but has not been tested to our knowledge.

### 2) The Pressure Gradient Method (PG)

Browning and Goodwin (2013) identified east coast lows based on the presence of a closed low in the surface pressure, in a similar approach to Alpert et al. (1990), with closed lows identified and tracked using the 1.5° ERA-Interim reanalysis. As the average pressure gradient is used to decide on the existence of a cyclone and to indicate the intensity of the cyclone, this method will be referred to as the pressure gradient (PG) approach.

This paper employs a slightly modified pressure gradient approach, described in Di Luca et al. (2014, manuscript submitted to J. Climate). Prior to the application of the algorithm, the 6-hourly ERA-Interim MSLP fields were regridded into a 10-km regular grid mesh using a bicubic spline interpolation method, in order to account for the likely variation of the pressure field between grid points. As argued by Murray and Simmonds (1991) and Pinto et al. (2005), such interpolation does not add any new information but is believed to be a better approximation of the unknown real field, improving the localization of lows as well as potentially improving measures of cyclone intensity (e.g., Haak and Ulbrich 1996; Pinto et al. 2005).

Closed lows are then identified by searching for both a local minimum in the regridded MSLP field and a mean pressure gradient within 200 km of the local minimum that exceeds a given threshold. In cases where multiple lows are identified within 600 km of each other, only the most intense low is retained. Once cyclones have been detected for all 6-hourly fields, cyclone tracks are constructed by a nearest-neighbor search in the subsequent MSLP field, using a maximum distance of 350 km.

### 3) The Upper-Level Geostrophic Vorticity Method (ULGV)

Dowdy et al. (2011, 2013c, 2014) presented an alternative method of identifying ECL-favorable conditions that has been optimized for studies using low-resolution global climate models. Rather than seeking to identify an ECL in the pressure field, this approach instead calculates the 500-hPa geostrophic vorticity at each point in the ERA-Interim grid relative to the four surrounding points at each time step, before then calculating the maximum value in the region 23.75°–34.25°S, 145.5°–160.5°E. This region is somewhat different to the area where ECLs are identified in the methods that identify surface lows (see dashed line in Fig. 1), but was found to have the highest detection rates when validated against ECLs in the MLD dataset by Dowdy et al. (2011), so is retained for this study. ECL conditions are then identified where the 48-h running average of the maximum geostrophic vorticity is greater than a specified threshold. This approach will be referred to as the upper-level geostrophic vorticity (ULGV) approach, consistent with the terminology in Dowdy et al. (2011, 2013a).

This approach has been shown to have considerable ability to detect days with significant ECLs, particularly those associated with widespread coastal rain or large waves (Dowdy et al. 2011, 2013a, 2014). However, it is important to note that the presence of an upper-level low does not necessarily indicate a corresponding surface low, particularly as this method identifies longer periods of ECL-favorable conditions. This method consequently does not have location, track, or minimum pressure data available, so will not be used for all comparisons.

### 3. Data and methods

Each of the low tracking methods has a large number of tunable parameters, which can cause substantial variability in the numbers of ECLs identified. While the
majority of parameters have been set at the values used in their originating studies, we chose to apply thresholds based on the internal criteria of low intensity from each method, in order to restrict analyses to a subset of approximately 22 ECLs per year, approximating the numbers observed in the MLD. This is similar to the approach used for ECLs in Dowdy et al. (2011, 2013a), as well as for front identification schemes in other studies (e.g., Hope et al. 2014), and is expected to give the best possible comparison of the similarities and differences in the characteristics of ECLs identified by each method. In each case, the intensity threshold is applied to the individual lows composing each event, rather than the average or maximum intensity of the ECL event as a whole; this may result in separation of extended ECLs into two events if it exhibits weakening and reintensification. While this approach has been used before, it is important to note that there are several other parameters that could be altered to change the numbers of lows, which would potentially give different results to this study.

The thresholds used for each method are given in Table 1. Note that the thresholds for both LAP methods are substantially stronger than the 0.25 hPa (\(\text{lat}^{-2}\)) used in Pepler and Coutts-Smith (2013), which calculated the curvature over a larger radius as well as including more "weak" lows. The threshold for PG is also slightly stronger than the 1 hPa (1.5\(\text{lat}^{-1}\)) in Browning and Goodwin (2013), related to the inclusion of lows with durations below 18 h, while the ULGV threshold is the 85th percentile rather than the 90th (Dowdy et al. 2013a).

A common definition of what constitutes an ECL was also required for the PG and LAP methods, which are able to detect and track individual lows. For each of these an ECL is defined as any low pressure system that persists for at least two consecutive time steps (i.e., more than 6 h) and crosses through the region denoted by the solid line in Fig. 1, with an “ECL event” referring to the entire period for which an individual low is tracked. While broadscale studies typically require lows to persist for at least 24 h (e.g., Neu et al. 2013), this shorter duration allows improved detection of short-lived embedded lows or broken tracks (Pepler and Coutts-Smith 2013).

These methods are also able to identify lows with explosive development, also known as bombs, which exhibit rapid intensification and can have significant impacts (Sanders and Gyakum 1980; Lim and Simmons 2002; Allen et al. 2010). While an explosive cyclone is traditionally defined where the 24-h normalized deepening rate (NDR) is greater than 1, because of the short life span of many events we instead use a 6-h normalized deepening rate:

\[
\text{NDR} = \frac{\Delta p}{6 \sin \theta} \geq 1,
\]

where \(\Delta p\) is the pressure change in hPa and \(\theta\) is the latitude.

At 30\(^\circ\)S, a normalized deepening rate of 1 corresponds to a decrease in pressure of 3.5 hPa over 6 h, or 14 hPa over 24 h, slightly stronger than the threshold of 10 hPa over 24 h used in the MLD.

As the ULGV method simply identifies periods of ECL-favorable conditions, it cannot be used to identify and track individual lows or calculate explosive development. For this reason, some analyses will focus on the LAP and PG approaches.

Days are designated as having significant rainfall based on the presence of an eastern seaboard rainfall cluster event as identified by Dowdy et al. (2013a,b) from the Australian Water Availability Project (AWAP) daily gridded rainfall product (Jones et al. 2009); as rain is recorded for the 24 h to 0900 local time (2200 UTC during daylight savings; 2300 UTC, otherwise), these are attributed to ECLs present on the previous day. Note that while the AWAP rainfall data have some issues, particularly in sparsely sampled areas and for high intensity falls, they are expected to perform well on the east coast.
where station densities are high, particularly in terms of rainfall with large spatial extent such as is typical for ECLs (King et al. 2013).

A strong wind day is identified when one of six long-record Bureau of Meteorology stations along the east coast records a daily maximum wind gust greater than 90 km h$^{-1}$ (Fig. 1), while a strong wave day is identified where the maximum significant wave height is greater than 4 m at any of seven coastal waverider buoys (Manly Hydraulics Laboratory, http://new.mhl.nsw.gov.au/), noting that measurements are unreliable at some buoys prior to 1987. During the period of comparison there are 68.1 days per annum (p.a.), which would be classified as having “severe weather” based on one or more of these three thresholds, approximately 19% of all days.

From this, ECLs are assigned impacts based on a rain, wave or wind day coinciding with any day for which the low is identified. While this approach can incorrectly associate unrelated significant weather to an ECL, manual analysis of ECL cluster rain events (A. Dowdy 2013, personal communication) and strong wind events (Pepler and Coutts-Smith 2013) found that such occasions are rare, and unlikely to impact results.

We can compare the ability of each automated ECL identification method to detect ECL events in the MLD in terms of their hit rates, false alarm rates, and critical success index (CSI), defined as

$$\text{CSI} = \frac{\text{Hits}}{\text{Hits} + \text{Misses} + \text{False Alarms}}.$$ 

As per Dowdy et al. (2011), both the hit rate and false alarm rate will be calculated using a ±1-day margin; that is, when comparing to ECL events identified in the MLD, a “hit” occurs when the automated method has an ECL on any day of the event or the two neighboring days, while a false alarm occurs where there are no ECLs in the MLD within ±1 day of the automated ECL. This avoids penalizing the automated methods due to the low temporal resolution of the MLD. Similar hit rates can be calculated using the 48-h period surrounding the 0000 UTC MLD observation—this causes decreases in hit rates on the order of 2% for all methods, so has little impact on the results of the study. Throughout the paper, correlations are derived using the Pearson’s method, while significance is calculated using the Student’s $t$ test and assessed at the 5% level.

4. Comparison of ECL statistics

As discussed in section 3, for ease of comparison each automated method has been restricted to a subset of the 22 ECL events per year based on the internal intensity criteria. However, as the lifetime of an individual ECL can vary substantially between events and methods, there is notable variation in the average numbers of ECL days between methods (Table 1). The lifetime of systems within the ECL domain is generally shorter than the MLD (Fig. 3), which is related to the higher temporal resolution of the ERA-Interim pressure fields, as well as a tendency of these schemes to split ECL tracks in cases with complex centers or rapid changes (Pepler and Coutts-Smith 2013). As a consequence, the interannual variability is substantially higher in these methods than the MLD.

The exception is the ULGV method, which identifies twice as many ECL days, and substantially more days associated with weather impacts, than the direct ECL identification methods. This is in large part due to the use of a 48-h running mean of maximum ULGV; when the ULGV is instead calculated using a 12-h running mean the number of ECL days per year decreases to 44.9 p.a. across the same number of events, with substantially fewer instances persisting beyond 2 days (Fig. 3).

It is also important to note the temporal resolution, with 6-hourly pressure data used for the automated ECL identification methods but only 0000 UTC data available for the MLD. This improves the ability of the ECL tracking methods to identify the start and end date of events as well as rapidly moving or developing ECLs, but may also result in multiple ECL tracks for an event identified as a single system in the MLD. These split tracks can be a consequence of complex low development in the real world, making it difficult to define a “true” correct track for an individual event that may have multiple centers or periods of decay and reintensification (e.g., Baehr et al. 1999). Such events are...
often simplified in the MLD, with only the main low center retained, but can result in varying ECL tracks across different automated methodologies. Split tracks can also arise as an artifact of the low tracking procedure itself, with split tracks leading to erroneously high cyclone counts for a given intensity threshold (e.g., Mesquita et al. 2009).

When the thresholds used in this paper for the automated schemes were instead applied to 0000 UTC data only, for the best comparison with MLD resolution, the number of ECL days identified using the PG and LAP methods was halved. Therefore, the event-based approach may unfairly penalize the LAP and PG methods when compared to the ULGV. For this reason, Pepler and Coutts-Smith (2013) found that a weaker intensity threshold (and correspondingly a larger frequency of events) was needed to accurately detect the weaker ECLs in the MLD.

While the majority of approaches identify a peak in ECL frequency during the June–October period, the extent of the seasonality also varies between the different approaches (Fig. 4). The most pronounced seasonality is observed for the ULGV method, with 60% of ECLs observed between June and October and just 12% during summer (December–February), while the weakest seasonality is found using the PG method. The seasonality of the number of days with an ECL observed is similar to that for the number of distinct ECL events for each method, which suggests reduced seasonality is not a consequence of “splitting” of events.

Interannual variations also differ between methods, with correlations between numbers of ECL events in the MLD and the automated methods ranging between 0.52 (LAPv1) and 0.58 (ULGV). Correlations between the three surface low identification methods are strong during the cool season (May–October), with generally weaker correlations during the warm season (November–April) (Table 2). This is likely related to an increased frequency of marginal and weak events during the warm season, allowing for larger differences in detection between methods.

Even during the cool season, variations in the numbers of events detected by the different methods have a strong influence on the apparent relationship between cool season ECLs and the El Niño–Southern Oscillation (ENSO; Table 3). While results using the MLD, or the ULGV method, suggest little influence of ENSO on ECL frequency, the LAPv1, LAPv2, and PG methods all identify fewer ECLs during El Niño winters.

This is consistent with a large range of relationships between ECLs and ENSO reported from studies that used different time periods and identification methods (Hopkins and Holland 1997; Browning and Goodwin 2013; Pepler et al. 2014). This may reflect differences in the types of ECL identified by different methods, and affirms the need to analyze ECLs in terms of their synoptic situation (e.g., Browning and Goodwin 2013) when analyzing relationships with climate drivers. Importantly, despite varying trends in ECLs identified over different periods (Hopkins and Holland 1997; Speer et al. 2009) and strong future declines predicted (Dowdy et al. 2014, 2013c; Ji et al. 2014, manuscript submitted to Climate Dyn.), no methods in this paper identified any statistically significant trends in ECLs between 1980 and

### Table 2: Pearson’s correlation between annual numbers of ECL events identified by each method for (lower left) May–October and (top right) November–April; boldface font indicates statistically significant correlations at the 5% level using a Student’s t test.

<table>
<thead>
<tr>
<th>Nov–Apr</th>
<th>MLD</th>
<th>LAPv1</th>
<th>LAPv2</th>
<th>PG</th>
<th>ULGV</th>
</tr>
</thead>
<tbody>
<tr>
<td>May–Oct</td>
<td>—</td>
<td>0.50</td>
<td>0.45</td>
<td>0.49</td>
<td>−0.04</td>
</tr>
<tr>
<td>LAPv1</td>
<td>0.56</td>
<td>—</td>
<td>0.75</td>
<td>0.54</td>
<td>0.08</td>
</tr>
<tr>
<td>LAPv2</td>
<td>0.50</td>
<td>0.79</td>
<td>—</td>
<td>0.21</td>
<td>0.11</td>
</tr>
<tr>
<td>PG</td>
<td>0.47</td>
<td>0.91</td>
<td>0.74</td>
<td>—</td>
<td>0.10</td>
</tr>
<tr>
<td>ULGV</td>
<td>0.54</td>
<td>0.34</td>
<td>0.25</td>
<td>0.26</td>
<td>—</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>May–Oct</th>
<th>MLD</th>
<th>LAPv1</th>
<th>LAPv2</th>
<th>PG</th>
<th>ULGV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation (all events)</td>
<td>0.17</td>
<td><strong>0.53</strong></td>
<td><strong>0.72</strong></td>
<td><strong>0.51</strong></td>
<td>0.13</td>
</tr>
<tr>
<td>El Niño</td>
<td>12</td>
<td>10.8</td>
<td>9.8</td>
<td>9.1</td>
<td>14.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>13.7</td>
<td>14.7</td>
<td>14.4</td>
<td>12.2</td>
<td>16.2</td>
</tr>
<tr>
<td>La Niña</td>
<td>11.8</td>
<td>14.8</td>
<td>15.0</td>
<td>13.3</td>
<td>14.0</td>
</tr>
</tbody>
</table>

### Table 3: Pearson’s correlation of May–October ECL events and the concurrent Southern Oscillation index, an indicator of ENSO; boldface font indicates statistically significant correlations at the 5% level using a Student’s t test. The table also shows the average ECL frequencies by ENSO state (from http://www.bom.gov.au/climate/enso/enlist).

<table>
<thead>
<tr>
<th>May–Oct</th>
<th>MLD</th>
<th>LAPv1</th>
<th>LAPv2</th>
<th>PG</th>
<th>ULGV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation (all events)</td>
<td>0.17</td>
<td><strong>0.53</strong></td>
<td><strong>0.72</strong></td>
<td><strong>0.51</strong></td>
<td>0.13</td>
</tr>
<tr>
<td>El Niño</td>
<td>12</td>
<td>10.8</td>
<td>9.8</td>
<td>9.1</td>
<td>14.5</td>
</tr>
<tr>
<td>Neutral</td>
<td>13.7</td>
<td>14.7</td>
<td>14.4</td>
<td>12.2</td>
<td>16.2</td>
</tr>
<tr>
<td>La Niña</td>
<td>11.8</td>
<td>14.8</td>
<td>15.0</td>
<td>13.3</td>
<td>14.0</td>
</tr>
</tbody>
</table>
2009 using a linear least squares regression, with decadal mean frequencies varying by less than 10%.

Of particular interest is the detection of so-called explosive cyclones, or bombs, which formed 11% of the MLD but accounted for 22% of ECLs associated with high waves and 33% of those with strong winds. Using the 6-h normalized deepening rate described in section 2, the automated methods identified between 14% (LAPv2) and 23% (PG) of events per year as bombs. In contrast to Fig. 3, all methods show a clear winter dominance of explosive events (Fig. 5), with 35%–45% of bombs occurring during winter (June–August) and approximately 70% of bombs occurring between May and October. This is consistent with studies such as Sanders and Gyakum (1980), which identified approximately 75% of 12-h bombs in the Northern Hemisphere between November and March, while Allen et al. (2010) found approximately 40% of 24-h bombs in the Southern Hemisphere were during June–August.

5. Event matching and detection

A key issue is to determine to what extent do the various automated ECL identification methods identify the same events, and in what ways they differ. This is first assessed using the MLD as a reference point, as it is expected to identify the majority of ECLs with significant impacts.

As discussed in section 2, we consider an ECL a hit if an automated method has an ECL identified within ±1 day of the MLD event, and a false alarm if no MLD ECL exists within ±1 day of the automated ECL. Hit rates varied between 67.5% (ULGV) and 57.9% (PG) (Fig. 6), with 42% of events detected by all four methods. False alarm rates were also highest for the ULGV method (39%), decreasing to 31% for the PG method, 24% for LAPv2 and 22% for LAPv1. Based on these metrics, the LAPv2 method could be considered the “best” method, with the highest CSI (0.55). However, it is important to understand the performance of each detection method across a wide range of ECLs.

The MLD can be divided into six types of events, which can be broadly categorized as those that develop from the midlatitude westerlies and those that develop in prevailing easterly onshore flow. While the hit rates for easterly events are relatively consistent across

![Figure 5](image-url) Seasonal distribution (1980–2009) of ECL “bomb” events for the MLD and the three ECL identification methods (section 2), which have pressure data for individual ECL events.

![Figure 6](image-url) Hit rates (within 1 day) for the four ECL identification methods (section 2) when detecting ECL events in the MLD, with bars indicating the 95% confidence interval from a using the bias-corrected accelerated bootstrap test (10 000 samples). Hit rates for subcategories of ECL are also indicated, including easterly (E) and westerly (W) events; those in the cool (May–October) and warm (November–April) seasons; those associated with an east coast rainfall cluster, wind gusts >90 km h⁻¹, or significant wave heights >4 m; and explosive events.
methods, detection of westerly events is substantially higher for the ULGV method, and lower for the PG method (Fig. 6). This is predominantly due to wave on a front (WF) events, which occur when a low center with associated fronts develops from the midlatitude westerlies (Speer et al. 2009, their Fig. 3d), and form 35% of the MLD database. Hit rates for these events range from 53% (PG) to 79% (ULGV), strongly influencing overall hit rates; when they are excluded from the analysis, hit rates are 60% for the PG and ULGV methods, and 66% for the two LAP methods.

It is unclear why WF events are detected with such varying skill between methods, particularly as these events tend to have stronger central pressures recorded in the MLD database, with an average central pressure 3 hPa lower than that for easterly events. One possible cause is the presence of strong frontal waves, which can have very low pressures without a true low pressure center. These are explicitly considered as part of the ULGV method, which does not require a surface low; although they are not included in the MLD, the use of human pattern recognition may make a small low center more likely to be identified. They may also be better detected through use of the Laplacian than pressure gradients, particularly as the LAP method includes the option for open systems. However, only 5% of ECLs in the LAPv2 database would be removed if open systems were excluded, with WF lows no more likely than any other ECL type to be detected as open systems.

While WF events are also the most southerly, with a mean latitude of 36.8°S compared to 34.1°S for all other events, hit rates are at least 10% higher for WF events south of 35°S than those farther north for methods other than ULGV, suggesting this is not the reason. Furthermore, WF events detected by the LAPv2 method (which provides additional low statistics) are, on average, larger and slower moving than other systems, which would be expected to increase detection rates for all methods. Further research will be needed into the reasons for the variable skill for these WF events.

Hit rates are generally higher in the cool season, particularly for those methods with improved detection of westerly events, consistent with results observed in Dowdy et al. (2013a) and Pepler and Coutts-Smith (2013). Surprisingly, however, this pattern is not related to the relative proportion of westerly events, which form 61% of cool season ECLs but only 38% of warm season ECLs. During the warm season the difference in skill between westerly and easterly events is less than 5% for all methods, while the only method with a substantial increase in the cool season hit rate for westerly events is ULGV (+29%). Instead, the major influence is varying skill in easterly events—all methods have hit rates of at least 75% for easterly events during the cool season, between 15% (LAPv1) and 27% (ULGV) higher than the hit rate for all events during the cool season.

Pepler and Coutts-Smith (2013) attributed the lower warm season hit rates to a tendency for smaller and weaker ECLs during the summer months. This appears to be the case for LAPv2, which is the only method to output the radius of the detected low, with average radiuses 0.5° smaller in the warm season and 47% of events detected with radiuses below 5° (22% in the cool season). The minimum radius of any low using this method was 3.0°, so it is possible that yet smaller lows have been missed. The choice of radius for low identification appears to be most important during the warm season; when a low radius of 5° is used for calculating the intensity of lows, the warm season hit rates for both the LAP methods decrease by 7%–8%, with little change in cool season ECL detection.

Importantly, all methods detect more than 80% of ECLs associated with explosive development large waves, or strong winds. While hit rates appear slightly higher for the LAP methods, differences are not statistically significant using a binomial test. All methods are also more likely to detect events with deeper central pressures or longer durations (Fig. 7), including at least 75% of the 229 ECLs with central pressures below 1000 hPa; 81% of these events are identified by at least three of the tracking schemes. In comparison, only the ULGV method manages to detect more than 40% of the 127 events with central pressures above 1010 hPa.

Unsurprisingly, of the 92 events in the MLD that were not detected by any automated method, only 9 had minimum pressures below 1000 hPa, and only 9 persisted for more than two days. These results are expected, as Pepler and Coutts-Smith (2013) identified numerous weak events in the MLD where the identification of a low was relatively arbitrary, and the use of intensity-based thresholds in restricting the ECL datasets is most likely to decrease detection of such events.

An investigation of these 92 “missed” events found they mostly occurred during the warm season, with 27% of ECLs in the MLD missed by all automated methods during summer (December–February), but only 8% of events missed during the main ECL season June–August. Only one event with strong winds or waves was missed by all four automated methods, although 24% of missed ECLs were associated with rain impacts. This reflects the inclusion of several events with weak or small lows embedded in a coastal trough or onshore flow, which can cause substantial rain in coastal Australia even in the absence of an ECL.
In addition to their detection of ECLs in the MLD, it is also useful to understand the similarities between the four automated methods. One way to test this is in terms of the ECL days, with the CSI between two automated methods reflecting the proportion of cases where both identify the same ECL day (Table 4). Using this method, at least 50% of ECL days are common between the LAPv1, LAPv2, and PG methods. The similarities between these three methods are particularly evident for the more intense ECLs—of the 517 days with curvatures above 1.5 hPa (°lat)^{-2} using LAPv1, 92% also have ECLs identified using both the LAPv2 and PG methods, as well as 96% of days with curvature greater than 2 hPa (°lat)^{-2}.

The ULGV method uses a very different approach, and understandably has a weaker relationship with lows identified by the other tracking schemes. This is partly related to the larger number of ECL-favorable days identified, and consequently high “false alarm” rates. Intensity of the ULGV is also a weaker indicator of the presence of an ECL, as only 52% of the 150 largest ULGV days have a corresponding ECL in the MLD (74% within ±1 day) and only 73% have an ECL within ±1 day using any of the other automated methods. The ULGV method, while successfully identifying the majority of strong wave events (Dowdy et al. 2014), is evidently identifying different systems to those in the other methods. This is to be expected, as strong upper-level lows may have strong weather impacts without a corresponding surface low.

For all cases but the ULGV method, it is also possible to identify the location of an individual ECL. Corresponding to the large CSI values, 85% of lows identified with the PG method have a corresponding low at the same time and within 1.5° (one grid point) using LAPv1, as do 75% of lows identified using LAPv2, with lower agreements between LAPv2 and PG. Notably, where there is a low in any two automated tracking methods at the same time, it is within 1.5° (one grid point) in more than 88% of cases. This is reflected in very similar tracks for major ECL events (Fig. 8), with the location of the low almost identical between PG and LAPv1 and differences on the order of ±1° for LAPv2. This may be associated with the use of a polar stereographic grid, but has not been tested. These results show that, while the individual lows identified may differ between ECL tracking methods, where an ECL occurs it is likely to be assigned the same location and movement for any automated method.

6. Conclusions

This study has assessed the ECL identification methods used in three recent papers (Browning and Goodwin 2013; Dowdy et al. 2013a; Pepler and Coutts-Smith 2013), as well as a more recent version of the University of Melbourne tracking scheme (Simmonds et al. 1999; Table 4). CSI table, showing the strength of the relationships between ECL days identified using the four automated ECL detection methods (section 2).

<table>
<thead>
<tr>
<th></th>
<th>LAPv2</th>
<th>PG</th>
<th>ULGV</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAPv1</td>
<td>0.67</td>
<td>0.65</td>
<td>0.24</td>
</tr>
<tr>
<td>LAPv2</td>
<td>0.52</td>
<td>0.25</td>
<td>0.20</td>
</tr>
<tr>
<td>PG</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Lim and Simmonds (2007). These have been compared with the Speer et al. (2009) manually identified MLD to provide a useful ground truth, although the MLD is not without flaws.

All automated low tracking methods require a certain subjectivity in determining threshold criteria, so for the purposes of this study thresholds have been chosen to match the frequency of ECLs in the MLD, at 22 events p.a. Using these criteria, all four automated ECL methods successfully identify 58%–67% of ECLs in the MLD, with false alarm rates ranging between 22% (LAPv1) and 39% (ULGV). Importantly, all automated ECL identification methods identify close to 90% of ECLs in the MLD that were associated with severe waves or explosive development, and at least 75% of ECLs with central pressures below 1000 hPa. This implies that results for these more extreme ECLs will be consistent regardless of detection methods.

However, detection of weaker and midrange ECLs varies between methods. The ULGV and LAPv2 methods have improved detection of ECLs that develop from fronts or waves in the westerly flow, with improved ECL detection during the winter period. In comparison, the PG method has reduced seasonal variability and shows some improvement in detection of summer ECLs, although with correspondingly higher false alarm rates during this season.

The ULGV method identifies broader periods that favor ECL development, rather than identifying surface lows. This may have advantages in terms of the detection of significant impacts in the absence of a surface low (e.g., Dowdy et al. 2014), but precludes its use for studies of the locations, movement, or development of individual events, and increases the likelihood of “ECLs” being indicated in the absence of a surface low.

When an ECL is detected by all three tracking approaches, its development and movement is highly consistent across methods, with lows located within one grid point in more than 88% of instances where a low is identified by multiple methods. This is important for studies that focus on the development of individual systems, where the choice of tracking approach is unlikely to have major impacts.

One surprising result is that, for the same numbers of ECL events, the observed relationship between the frequency of ECLs and ENSO can be quite different between methodologies. While Pepler et al. (2014) found little relationship between ENSO and ECL-associated rainfall using the MLD, a statistically significant relationship with ENSO is observed for both the LAP and PG methods, with a notable decline in ECLs during El Niño years. This demonstrates that the relationship between ECLs and climate drivers is very sensitive to the definition used, helping to explain the variety of relationships observed in the literature (e.g., Hopkins and Holland 1997; Browning and Goodwin 2013). This will necessitate further research into the best way of assigning ECL “types” to tracking schemes to better categorize different relationships, potentially using the backtracking approach of Browning and Goodwin (2013) or the cyclone phase-space model of Hart (2003).

Future research will focus on the LAPv2 method, as it has the highest CSI score as well as more advanced low tracking capability. However, skill is lower for lows during the warm season, while Dowdy et al. (2013a,b,c) recommend the ULGV method for GCMs with coarse spatial resolutions. Future work will apply these low tracking algorithms to a number of global and regionally downscaled climate models, to test whether some methods are of particular use for investigating future changes in ECL occurrence or characteristics, as well as the use of climate models for testing the influences on ECL development. Future work will also seek to understand the detailed development of low pressure systems, including their warm/cold structure, to better understand the causes for varying skill with those ECLs that develop in the westerlies with associated frontal systems.

**FIG. 8.** Tracks for a low that crossed the ECL domain (Fig. 1) on 28 Jun 2007 for the three ECL identification methods (section 2), which track individual ECL events.
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