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Abstract
In this paper, we examine the maximum eigenvalue function of an even order real symmetric tensor. By using the variational analysis techniques, we first show that the maximum eigenvalue function is a continuous and convex function on the symmetric tensor space. In particular, we obtain the convex subdifferential formula for the maximum eigenvalue function. Next, for an $m$th-order $n$-dimensional symmetric tensor $A$, we show that the maximum eigenvalue function is always $\rho$th-order semismooth at $A$ for some rational number $\rho > 0$. In the special case when the geometric multiplicity is one, we show that $\rho$ can be set as $\frac{1}{(2m-1)n}$. Sufficient condition ensuring the strong semismoothness of the maximum eigenvalue function is also provided. As an application, we propose a generalized Newton method to solve the space tensor conic linear programming problem which arises in medical imaging area. Local convergence rate of this method is established by using the semismooth property of the maximum eigenvalue function.

Keywords: Symmetric Tensor, Maximum eigenvalue function, Real Polynomial, Semismooth, Generalized Newton method.

1 Introduction
An $m$th-order $n$-dimensional tensor $A$ consists of $n^m$ entries in real number:

$$A = (A_{i_1i_2\cdots i_m}), \ A_{i_1i_2\cdots i_m} \in \mathbb{R}, \ 1 \leq i_1, i_2, \cdots, i_m \leq n. \ (1.1)$$

We say a tensor $A$ is symmetric if the value of $A_{i_1i_2\cdots i_m}$ is invariant under any permutation of its index $\{i_1, i_2, \cdots, i_m\}$. Clearly, when $m = 2$, a symmetric tensor is nothing but a symmetric matrix. A symmetric tensor uniquely defines an $m$th degree homogeneous polynomial function $f$ with real coefficients: for all $x = (x_1, \ldots, x_n)^T \in \mathbb{R}^n$,

$$f(x) = Ax^m := \sum_{i_1, \ldots, i_m = 1}^n A_{i_1i_2\cdots i_m}x_{i_1} \cdots x_{i_m}.$$
Recently, to study the stability of a homogeneous polynomial dynamical system, Qi [32, 30] introduced the definition of eigenvalues of a symmetric tensor and showed that the stability of this system is tied up with the negativity of the maximum eigenvalue of the corresponding symmetric tensor. Independently, Lim [23] also gave such a definition via a variational approach and established an interesting Perron-Frobenius type theorem. Recently, numerical study on tensors has attracted a lot of researchers. In particular, various efficiently numerical schemes have been proposed to find the low rank approximations of a tensor and the eigenvalues/eigenvectors of a tensor (cf. [14, 15, 16, 17, 30, 36, 29]).

On the other hand, as a fundamental concept in matrix analysis, eigenvalues of a symmetric matrix have been well-studied by a lot of researchers via different approaches. For example, it is well-known that the maximum eigenvalue function is a continuous and convex function on the symmetric matrix space, and is differentiable almost everywhere. Moreover, recently, Sun and Sun [38] further showed that the eigenvalue function of a matrix is indeed strongly semismooth (which is a stronger differentiability result) and explained how this desired property can be used to study the local convergence rate of the generalized Newton method when it applies to solve the inverse eigenvalue problem in numerical analysis.

In this paper, we attempt to examine these desired mathematical properties for the maximum eigenvalue function of a symmetric tensor with even order. The organization of this paper is as follows. We first fix the notations and collect some basic definitions in Section 2. In Section 3, by using the variational analysis techniques, we show that the maximum eigenvalue function is continuous and convex, and hence differentiable almost everywhere. In particular, we obtain the convex subdifferential formula for the maximum eigenvalue function. In Section 4, for an $n$th order $n$-dimensional tensor $A$, we show that the maximum eigenvalue function is always $\rho$th-order semismooth at $A$ for some rational number $\rho > 0$. In the special case when the geometric multiplicity is one, we show that $\rho$ can be set as $\frac{1}{(2m-1)}$. Sufficient condition ensuring the strong semismoothness of the maximum eigenvalue function is also provided. In Section 5, as an application, we propose a generalized Newton method to solve a space tensor conic linear programming which arises in medical imaging. We also establish the local convergence rate of this method by using the semismooth property of the maximum eigenvalue function. Finally, we conclude our paper and present some future research topics in Section 6.

2 Preliminaries

In this section, we fix the notations and collect some basic definitions and facts which will be used later on. Let $X,Y$ be finite dimensional inner product spaces. We use $B_X$ (resp. $B_Y$) to denote the unit open ball in $X$ (resp. $Y$). Denote the space of all linear map from $X$ to $Y$ by $L(X,Y)$. Consider a locally Lipschitz function $G: X \to Y$. By the Rademacher’s Theorem, $G$ is differentiable almost everywhere on $X$. Let $D_G$ be the set consisting of all the points where $G$ is differentiable. Then, for any $x \in D_G$, the derivative of $G$, $\nabla G(x)$ exists. Denote

$$J_BG(x) = \{V \in L(X,Y) : V = \lim_{x_k \to x} \nabla G(x_k), x_k \in D_G\}.$$ 

Then, its Clarke’s generalized Jacobian is defined by $J_CG(x) = \text{conv} J_BG(x)$. In particular, if $Y = \mathbb{R}$ and $G = g$ where $g : X \to \mathbb{R}$ is locally Lipschitz, by identifying $X^*$ as $X$, then the Clarke’s generalized Jacobian reduces to the Clarke’s subdifferential defined by

$$\partial_Cg(x) = \{\xi \in X : \langle \xi, v \rangle_X \leq g^\circ(x; v) \text{ for all } v \in X\},$$

where $\langle \cdot, \cdot \rangle_X$ is the inner product in $X$ and $g^\circ(x; v)$ is the Clarke directional derivative of $g$ at the point $x$ in the direction $v$ defined by

$$g^\circ(x; v) = \limsup_{y \to x, t \to 0} \frac{g(y + tv) - g(y)}{t}.$$
The Clarke subdifferential $\partial_C g(x)$ is a nonempty, convex and compact subset of $X$ for each $x \in X$. Moreover, if $g$ is convex on $X$ in the sense that
\[
g(\lambda x_1 + (1 - \lambda)x_2) \leq \lambda g(x_1) + (1 - \lambda)g(x_2), \quad \forall \lambda \in [0, 1] \text{ and } x_1, x_2 \in X,
\]
then $\partial_C g(x) = \partial g(x)$ for all $x \in X$ where $\partial g(x)$ is the usual convex subdifferential of $g$ at $x$ defined by $\partial g(x) := \{ \xi \in X : \langle \xi, z - x \rangle_X \leq g(z) - g(x) \text{ for all } z \in X \}$. The important mean value theorem for a locally Lipschitz function in terms of Clarke subdifferential (cf. [8]) is listed as below:

**Theorem 2.1. (Mean Value Theorem)** Let $X$ be a finite dimensional inner product space and let $g : X \to \mathbb{R}$ be a Lipschitz function. Let $x_1, x_2 \in X$. Then there exist $u \in [x_1, x_2]$ and $\xi \in \partial_C g(u)$ such that
\[
g(x_2) - g(x_1) = \langle \xi, x_2 - x_1 \rangle_X.
\]

We are now ready to state the definitions of semismooth functions and $\rho$th-order semismooth functions.

**Definition 2.1.** Let $G : X \to Y$ be a locally Lipschitz and directionally differentiable function. Then, the function $G$ is said to be semismooth at $x$ if
\[
G(x + \Delta x) - G(x) - V \Delta x = o(\|\Delta x\|), \quad \forall V \in J_C G(x + \Delta x).
\]
Moreover, $G$ is said to be $\rho$th-order semismooth function at $x$ for some $\rho \in (0, 1]$ if
\[
G(x + \Delta x) - G(x) - V \Delta x = O(\|\Delta x\|^{1+\rho}), \quad \forall V \in J_C G(x + \Delta x).
\]
In particular, if $\rho = 1$, we say $G$ is strongly semismooth at $x$. We also say $G : X \to Y$ is a semismooth (resp. $\rho$th-order semismooth, strongly semismooth) function if $G$ is semismooth (resp. $\rho$th-order semismooth, strongly semismooth) at $x$ for all $x \in X$.

The concept of a semismooth function was originally given by Mifflin [26] when $Y = \mathbb{R}$. Later on, Qi and Sun [33] extended the definition to vector value functions and showed that semismooth functions play an important role in establishing the local convergence rate of the generalized Newton method for solving nonsmooth equations. From the definitions of the semismooth functions, it is clear that scalar multiplication and sums of semismooth (resp. $\rho$th-order semismooth) functions are still semismooth (resp. $\rho$th-order semismooth) functions. Moreover, for a locally Lipschitz function $G : X \to Y$, $G$ is semismooth at $\overline{x}$ if $G$ is continuously differentiable at $\overline{x}$ or $G$ is convex in a neighborhood of $\overline{x}$.

Next, we recall some basic definitions and facts of a tensor and its eigenvalues. Let $n \in \mathbb{N}$ and let $m$ be an even number. Consider
\[
S = \{ A : A \text{ is an } m\text{-order } n\text{-dimensional symmetric tensor} \}
\]
Clearly, $S$ is a vector space under the addition and multiplication defined as below: for any $t \in \mathbb{R}$, $A = (A_{i_1, \ldots, i_m})_{1 \leq i_1, \ldots, i_m \leq n}$ and $B = (B_{i_1, \ldots, i_m})_{1 \leq i_1, \ldots, i_m \leq n}$
\[
A + B = (A_{i_1, \ldots, i_m} + B_{i_1, \ldots, i_m})_{1 \leq i_1, \ldots, i_m \leq n} \text{ and } tA = (tA_{i_1, \ldots, i_m})_{1 \leq i_1, \ldots, i_m \leq n}.
\]
For each $A, B \in S$, we define the inner product by
\[
\langle A, B \rangle_S = \sum_{i_1, \ldots, i_m = 1}^{n} A_{i_1, \ldots, i_m} B_{i_1, \ldots, i_m}.
\]
The corresponding norm is defined by $\|A\|_S = (\langle A, A \rangle_S)^{1/2} = \left( \sum_{i_1, \ldots, i_m = 1}^{n} A_{i_1, \ldots, i_m}^2 \right)^{1/2}$. The unit ball in $S$ is denoted by $B_S$. For a vector $x \in \mathbb{R}^n$, we use $x_i$ to denotes its $i$th component. We use $x^{[m-1]}$ to denote a vector in $\mathbb{R}^n$ such that
\[
x_i^{[m-1]} = (x_i)^{m-1}.
\]
Moreover, for a vector \( x \in \mathbb{R}^n \), we use \( x^m \) to denote the \( m \)-th-order \( n \)-dimensional symmetric rank one tensor induced by \( x \), i.e.,
\[
(x^m)_{i_1 \ldots i_m} = x_{i_1} \ldots x_{i_m}, \quad \forall i_1, \ldots, i_m \in \{1, \ldots, n\}.
\]

Let \( A \in \mathbb{S} \). By the tensor product (cf [34]), \( Ax^m \) is a real number defined as
\[
Ax^m = \sum_{i_1, \ldots, i_m=1}^{n} A_{i_1, \ldots, i_m} x_{i_1} \ldots x_{i_m} = \langle A, x^m \rangle_S
\]
and \( Ax^{m-1} \) is a vector in \( \mathbb{R}^n \) whose \( i \)-th component is
\[
\sum_{i_2, \ldots, i_m=1}^{n} A_{i_2, \ldots, i_m} x_{i_2} \ldots x_{i_m}.
\]

\( \text{(2.2)} \)

**Definition 2.2.** Let \( A \) be an \( m \)-th-order \( n \)-dimensional symmetric tensor. We say \( \lambda \in \mathbb{C} \) is an eigenvalue of \( A \) and \( x \in \mathbb{C}^n \setminus \{0\} \) is an eigenvector corresponding to \( \lambda \) if \((x, \lambda)\) is a solution of the following homogeneous polynomial equation system:
\[
Ax^{m-1} = \lambda x^{[m-1]}.
\]

Moreover, if \( \lambda \) and \( x \) are all real (i.e., \((\lambda, x) \in \mathbb{R} \times (\mathbb{R}^n \setminus \{0\})\)), we say \( \lambda \) is an \( H \)-eigenvalue of \( A \).

This definition was introduced by Qi in [32] motivated from the study of the stability of polynomial dynamic systems. Independently, Lim [23] also gave such a definition via a variational approach. From [32] and [6], an \( H \)-eigenvalues for an even order symmetric tensor always exists. Recently, a lot of researchers have devoted themselves to the study of eigenvalue problems of symmetric tensors and have obtained many interesting results (for example see [32, 23, 5, 29]).

### 3 Maximum Eigenvalue Function

In this section, we examine the continuity and differentiability of the maximum eigenvalue function. To do this, we first formally define the maximum eigenvalue function. Since any symmetric tensor with even order always has an \( H \)-eigenvalue (cf [6]), it then makes sense to define the maximum eigenvalue function \( \lambda_1 : S \rightarrow \mathbb{R} \) as follows:
\[
\lambda_1(A) = \{ \lambda \in \mathbb{R} : \lambda \text{ is the largest } H \text{-eigenvalue of } A \}.
\]

We first establish the following simple lemma which will be useful for our later analysis.

**Lemma 3.1.** Let \( A \) be an \( m \)-th-order \( n \)-dimensional symmetric tensor where \( m \) is even. Then, we have
\[
\lambda_1(A) = \max_{x \neq 0} \frac{Ax^m}{\|x\|_m^m} = \max_{\|x\|_m = 1} Ax^m,
\]
where \( \|x\|_m = (\sum_{i=1}^{n} |x_i|^m)^{1/m} \).

**Proof.** Consider the following optimization problem \((P)\)
\[
(P) \quad \max_{x \in \mathbb{R}^n} Ax^m \quad \text{s.t.} \quad \|x\|_m^m = 1.
\]

Let \( f(x) := Ax^m \) and \( g(x) := \|x\|_m^m \). Since \( f \) is continuous and the feasible set \( \{x : g(x) = 1\} \) is compact, a global maximizer of \((P)\) exists. Denote a maximizer of \((P)\) by \( x_0 \). Clearly, \( x_0 \neq 0 \). Note that \( g \) is a homogeneous polynomial with degree \( m \), and so the Euler Identity implies that
\[ \nabla g(x)^T x = mg(x). \] Thus, for any \( x \) with \( g(x) = 1 \), \( \nabla g(x) \neq 0 \). So, the standard KKT theory implies that there exists \( \lambda_0 \in \mathbb{R} \) such that

\[ mAx_0^{m-1} - m\lambda_0 x_0^{[m-1]} = \nabla f(x_0) - \lambda_0 \nabla g(x_0) = 0 \]

This implies that \( \lambda_0 \) is a real eigenvalue of \( A \) with an real eigenvector \( x_0 \), and so, \( \lambda_0 \leq \lambda_1(A) \). Note that \( \lambda_0 = Ax_0^m = v(P) \) where \( v(P) \) is the optimal value of \( (P) \). It follows that \( v(P) \leq \lambda_1(A) \), that is,

\[ \max_{\|x\|_m = 1} Ax^m \leq \lambda_1(A). \]

Finally, noting that, for any real eigenpair \( u \) corresponds to \( \lambda_1(A) \) with \( \|u\|_m = 1 \), we have

\[ Au^m = u^T(Au^{m-1}) = \lambda_1(A)u^{T}u^{[m-1]} = \lambda_1(A)\|u\|_m^m = \lambda_1(A). \]

Thus, \( \lambda_1(A) = \max_{\|x\|_m = 1} Ax^m \), and so, the conclusion follows as \( \max_{\|x\|_m = 1} Ax^m = \max_{x \neq 0} \frac{Ax^m}{\|x\|_m^m} \). \( \qed \)

**Remark 3.1.** From the proof of the Lemma 3.1, we see that

\[ \{ u : Au^m = \lambda_1(A), \|u\|_m = 1 \} = \{ u : (\lambda_1(A), u) \text{ is a real eigenpair of } A, \|u\|_m = 1 \}. \]

Next, we show that the maximum eigenvalue function is continuous and convex.

**Theorem 3.1.** The function \( \lambda_1 \) is a continuous, homogeneous and convex function on \( S \).

**Proof.** Let \( \{(\lambda_1(A), u)\} \) be an eigenpair of \( A \), i.e.,

\[ \sum_{i_2, \ldots, i_m=1} a_{i_1, i_2, \ldots, i_m} u_{i_2} \ldots u_{i_m} = (Au^{m-1})_i = \lambda_1(A)u_i^{m-1}. \]

Let \( \alpha > 0 \). Then,

\[ \sum_{i_2, \ldots, i_m=1} \alpha a_{i_1, i_2, \ldots, i_m} u_{i_2} \ldots u_{i_m} = ((\alpha A)u^{m-1})_i = \lambda_1(\alpha A)u_i^{m-1}. \]

It follows that for any \( \alpha > 0 \), \( \{(\alpha \lambda_1(A), u)\} \) is an eigenpair of \( \alpha A \), and so, \( \lambda_1(\alpha A) = \alpha \lambda_1(A) \). Thus, \( \lambda_1 \) is a homogeneous function. Let \( T := \{u^m : \|u\|_m = 1\} \subseteq S \). Since \( \lambda_1(A) = \max_{\|x\|_m = 1} Ax^m \), we have \( \lambda_1(A) = \max_{B \in T} \langle B, A \rangle_S \). Note that \( B \mapsto \langle B, A \rangle_S \) is affine and the supremum of a series of affine functions is convex. It follows that \( \lambda_1 \) is a finite-valued convex function on \( S \) and so, is continuous and convex. \( \Box \)

As \( \lambda_1 \) is continuous and convex, its convex subdifferential always exists where the convex subdifferential \( \partial \lambda_1 \) is defined by

\[ \partial \lambda_1(A) = \{ B \in S : \langle B, A' - A \rangle_S \leq \lambda_1(A') - \lambda_1(A) \text{ for all } A' \in S \}. \]

We are now ready to state the subdifferential formula for the maximum eigenvalue function.

**Theorem 3.2.** Let \( A \) be an \( m \)th-order \( n \)-dimensional symmetric tensor where \( m \) is even. Then, we have

\[ \partial \lambda_1(A) = \text{conv}\{u^m : (\lambda_1(A), u) \text{ is a real eigenpair of } A \text{ and } \|u\|_m = 1 \}. \]

where \( \text{conv}(C) \) denotes the convex hull of the set \( C \).
Proof. First of all, we recall that $\lambda_1$ is a convex function on $S$. To see the subdifferential formula, let $T := \{u^m : \|u\|_m = 1\} \subseteq S$. Since $\lambda_1(A) = \max_{\|x\|_m = 1} A x^m$, we obtain that $\lambda_1(A) = \max_{B \in T} \langle B, A \rangle_S$. Note that $B \mapsto \langle B, A \rangle_S$ is affine and $T$ is a compact metric space. Thus, Danskin’s theorem (cf. [4, Theorem 4.1.3]) gives us that

$$\partial \lambda_1(A) = \text{conv} \bigcup_{B \in T(A)} \partial(\langle B, \cdot \rangle_S)(A) = \text{conv} \bigcup_{B \in T(A)} B = \text{conv} T(A),$$

where $T(A)$ is defined by

$$T(A) := \{B \in T : \langle B, A \rangle_S = \lambda_1(A)\} = \{u^m : A u^m = \lambda_1(A), \|u\|_m = 1\}.$$

Thus, the conclusion follows. \qed

Remark 3.2. If $m = 2$, our subdifferential formula for $\lambda_1$ reduces to

$$\partial \lambda_1(A) = \text{conv}\{u u^T : (\lambda_1(A), u) \text{ is a real eigenvpair of } A \text{ and } \|u\|_2 = 1\},$$

which is the classical subdifferential formula of the maximum eigenvalue function in the symmetric matrix case (cf. [19]).

Definition 3.1. Let $A$ be an $m$th-order $n$-dimensional symmetric tensor. The geometric multiplicity of $\lambda_1(A)$ is defined as the dimension of the eigenspace $E$ associated with $\lambda_1(A)$ where $E := \{v \in \mathbb{R}^n : A v^{m-1} = \lambda_1(A) v^{m-1}\}$.

Theorem 3.3. Let $A$ be an $m$th-order $n$-dimensional symmetric tensor where $m$ is even. Then, the maximum eigenvalue function $\lambda_1$ is locally Lipschitz, and is (Fréchet) differentiable almost everywhere. Moreover, $\lambda_1$ is differentiable at $A \in S$ if and only if the geometric multiplicity of $\lambda_1(A)$ is one.

Proof. From the preceding theorem, the maximum eigenvalue function $\lambda_1$ is continuous and convex. So, $\lambda_1$ is locally Lipschitz. Then, the Radamecher theorem implies that it is (Fréchet) differentiable almost everywhere. To see the last assertion, as $m$ is even, we see that $u^m = (-u)^m$. It follows that the geometric multiplicity of $\lambda_1(A)$ is one if and only if the set

$$\partial \lambda_1(A) = \{u^m : (\lambda_1(A), u) \text{ is a real eigenvpair of } A \text{ and } \|u\|_m = 1\}$$

is a singleton. Note that a continuous convex function on a finite dimensional space is Fréchet differentiable if and only if its subdifferential is a singleton. Thus, the conclusion follows. \qed

Let $A$ be an $m$th-order $n$-dimensional symmetric tensor where $m$ is even. We define its symmetric hyperdeterminant (e.g. see [32, 7]), denoted by $\det(A)$, as an irreducible polynomial in $A_{i_1} \cdots A_{i_m}$, which vanishes wherever there is an $x \neq 0$ such that $A x^{m-1} = 0$. As pointed out in [32, 5], $\det(A)$ is nothing but the resultant of the homogeneous polynomials $\{(A x_1^{m-1})_1, \ldots, (A x_1^{m-1})_n\}$. Define the characteristic polynomial of $A$ by $\psi(\lambda) = \det(A - \lambda I)$ where $I$ is the unit tensor where $I_{i_1, \ldots, i_m} = 0$ for all $(i_1, \ldots, i_m) \notin \{(i, \ldots, i) : 1 \leq i \leq n\}$ and $I_{i, \ldots, i} = 1, 1 \leq i \leq n$. Then, we see that: $\lambda$ is an eigenvalue of $A$ if and only if $\lambda$ is a root of the characteristic polynomial $\psi$. We now define the algebraic multiplicity of $\lambda_1(A)$ as follows.

Definition 3.2. Let $A$ be an $n$th-order $n$-dimensional symmetric tensor where $m$ is even. Then, the algebraic multiplicity of $\lambda_1(A)$ is defined as the largest integer of $d$ such that $\psi(\lambda) = (\lambda - \lambda_1(A))^d \phi(\lambda)$ for some polynomial $\phi$ with $\phi(\lambda_1(A)) \neq 0$.

From the definition, we can see that the algebraic multiplicity is greater or equal to the geometric multiplicity (see [5]). It is well known that a real symmetric matrix is diagonalizable, and so, its algebraic multiplicity equals the geometric multiplicity. However, for a general symmetric
tensor, the algebraic multiplicity can be significantly larger than the geometric multiplicity. For instance, consider a diagonal tensor with distinct diagonal elements, i.e., \(A_{i_1,\ldots,i_m} = 0\) for all \((i_1,\ldots,i_m) \notin \{(i,\ldots,i) : 1 \leq i \leq n\}\) and \(A_{i_1,\ldots,i_m}, 1 \leq i \leq n\), are not the same. As the degree of the polynomial \(\psi(\lambda) = n(m-1)^{n-1}\), each diagonal element is an eigenvalue with algebraic multiplicity \((m-1)^{n-1}\). On the other hand, the geometric multiplicity of them are at most \(n\) which is much smaller than \((m-1)^{n-1}\) when \(m\) is large (for more discussions and specific examples see [32, 5]).

To end this section, we now show that \(\lambda_1\) is analytic at \(A\) on \(S\) if the algebraic multiplicity of \(\lambda_1(A)\) is one where \(S = \{A : A\) is an \(m\)-th order \(n\)-dimensional symmetric tensor\}, \(m,n \in \mathbb{N}\) and \(m\) is even. The proof of it is along a similar line with the matrix case and makes use of the implicit function theorem.

**Proposition 3.1.** Let \(p \mapsto A(p)\) be an analytic map from \(\mathbb{R}^N\) to \(S\) with \(A(p_0) = A\). If the algebraic multiplicity of \(\lambda_1(A)\) is one, then \(p \mapsto \lambda_1(A(p))\) is analytic at \(p_0\).

**Proof.** Without loss of generality, we may assume that \(p_0 = 0\). For each \(p \in \mathbb{N}\), let \(\psi(\lambda, p)\) be the characteristic polynomial of \(A(p)\). Clearly, \((\lambda, p) \mapsto \psi(\lambda, p)\) is an analytic function. As the algebraic multiplicity of \(\lambda_1(A)\) is one, we have

\[
\psi(\lambda, 0) = (\lambda - \lambda_1(A))\phi(\lambda)
\]

for some polynomial \(\phi\) with \(\phi(\lambda_1(A)) \neq 0\). Then, \(\frac{\partial \psi}{\partial \lambda}(\lambda_1(A), 0) \neq 0\). By the implicit function theorem, we see that there exist \(\delta_0 > 0\) and a unique continuously differentiable function \(w : \mathbb{C}^N \to \mathbb{R}\) such that \(w(0) = \lambda_1(A)\) and

\[
\psi(w(p), p) = 0 \text{ for all } ||p|| \leq \delta_0.
\]

Moreover, as \((\lambda, p) \mapsto \psi(\lambda, p)\) is analytic, \(p \mapsto w(p)\) is also analytic. It is easy to see that \(w(p)\) is an eigenvalue of \(A(p)\). Note that \(p \mapsto \lambda_1(A(p))\) is a differentiable convex function (and so, is continuously differentiable) satisfying \(\phi(\lambda_1(A(p)), p) = 0\). By the uniqueness of the function \(w\), we must have \(w(p) = \lambda_1(A(p))\). Thus, \(p \mapsto \lambda_1(A(p))\) is analytic at 0.

**Theorem 3.4.** If the algebraic multiplicity of \(\lambda_1(A)\) is one, then \(\lambda_1\) is analytic at \(A\) on \(S\).

**Proof.** Let the dimension of \(S\) be \(N\). Then, there exists an invertible linear map \(L\) such that \(L(\mathbb{R}^N) = S\). Let \(L^{-1}(A) = p_0\). Note that \(L\) is analytic and the algebraic multiplicity of \(\lambda_1(L(p_0))\) is one. Then, by the preceding proposition, the map \(p \mapsto \lambda_1(L(p))\) is analytic at \(p_0\). Therefore, \(\lambda_1\) is also analytic at \(L(p_0) = A\).

In the special case when \(m = 2\), the preceding theorem reduces to the classical fact that: for a symmetric matrix \(M\), the maximum eigenvalue function \(\lambda_1\) is analytic at \(M\) when the (algebraic) multiplicity of \(\lambda_1(M)\) is one.

4 Semismoothness of the Maximum Eigenvalue Function

In this section, we examine the semismoothness of the maximal eigenvalue function. Now, consider a function \(f : S \to \mathbb{R}\) where \(S\) is the symmetric tensor space on \(\mathbb{R}^n\). Note that the symmetric tensor space \(S\) can be identified as a finite dimensional space with an appropriate dimension. The definition of semismoothness of \(f\) can be translated as follows:

**Definition 4.1.** Let \(f : S \to \mathbb{R}\) be a locally Lipschitz and directionally differentiable function. Then, the function \(f : S \to \mathbb{R}\) is said to be semismooth at \(A \in S\) if,

\[
f(A + \Delta A) - f(A) - \langle V(\Delta A), \Delta A \rangle_S = o(\|\Delta A\|_S), \forall V(\Delta A) \in \partial_C f(A + \Delta A).
\]

*In the symmetric matrix case, there is no need to distinguish the geometric multiplicity and algebraic multiplicity
Moreover, \( f : S \to \mathbb{R} \) is said to be \( \rho \)-th-order semismooth function for some \( \rho \in (0,1] \) at \( A \in S \) if

\[
f(A + \Delta A) - f(A) - (V(\Delta A), \Delta A)_S = O(\|\Delta A\|^{1+\rho}_S), \quad \forall V(\Delta A) \in \partial_C f(A + \Delta A).
\]

In particular, if \( \rho = 1 \), we say \( f \) is a strongly semismooth function. We also say \( f : S \to \mathbb{R} \) is a semismooth (resp. \( \rho \)-th-order semismooth) function on \( S \) if \( f \) is semismooth (resp. \( \rho \)-th-order semismooth) at \( A \) for all \( A \in S \).

As we have shown in the last section, the maximum eigenvalue function is indeed a continuous and convex function, and so is always semismooth (e.g. see Proposition 7.4.4 and 7.4.5 of [9]). Next, we consider the following question: Is the function \( A \mapsto \lambda_1(A) \) indeed \( \rho \)-th-order semismooth for some \( \rho \in (0,1] \)? Below, we first provide an affirmative answer for this question. To do this, we first recall some basic definitions and facts from subanalytic geometry.

Following [1, 2, 18, 22, 21, 25], a set \( C \subseteq \mathbb{R}^n \) is said to be
(i) semianalytic, if for any \( x \in \mathbb{R}^n \), there exists a neighborhood \( U \) of \( x \) such that

\[
C \cap U = \bigcup_{i=1}^l \bigcap_{j=1}^s \{ x \in U : f_{ij}(x) = 0, g_{ij}(x) < 0 \}
\]

for some integers \( l, s \) and some real analytic functions \( f_{ij}, g_{ij} \) on \( \mathbb{R}^n \) \((1 \leq i \leq l, 1 \leq j \leq s)\);
(ii) subanalytic if for any \( x \in C \), there exist a neighborhood \( U \) of \( x \) and a bounded semianalytic set \( Z \subseteq \mathbb{R}^{n+p} \) such that \( C \cap U = \{ x \in \mathbb{R}^n : (x,y) \in Z \text{ for some } y \in \mathbb{R}^p \} \).

Moreover, a function \( f : \mathbb{R}^n \to \mathbb{R} \) is said to be subanalytic if its graph \( \text{gph} f := \{(x,f(x)) : x \in \mathbb{R}^n \} \) is subanalytic and a vector-valued function \( F : \mathbb{R}^n \to \mathbb{R}^n \) is said to be subanalytic if each of its component is subanalytic. It is clear that any analytic function is a subanalytic function and sum of subanalytic functions is also a subanalytic function. We summarize below some other basic properties of subanalytic sets and subanalytic functions:

(S1) (cf. [18, (p1) and (p2) P.597]) Finite union (resp. intersection) of subanalytic sets is subanalytic. The Cartesian product (resp. complement, closure) of subanalytic sets is subanalytic.

(S2) (cf. [2, Theorem 2.3]) Let \( C \) be a bounded subanalytic set in \( \mathbb{R}^{n+p} \) (for some positive integers \( n, p \)) and let \( \pi : \mathbb{R}^{n+p} \to \mathbb{R}^n \) be the projection defined by \( \pi(x,y) = x \) for all \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^p \). Then \( \pi(C) \) is a subanalytic set of \( \mathbb{R}^n \).

(S3) (cf. [18, (p4) P.597]) If \( f \) is subanalytic and \( \lambda \in \mathbb{R} \), then \( \{ x : f(x) = \lambda \} \{ x : f(x) < \lambda \} \) and \( \{ x : f(x) \leq \lambda \} \) are subanalytic.

(S4) (Nonsmooth Łojasiewicz’s inequality, cf. [2, Theorem 2.1.1]) Let \( f \) be a continuous subanalytic function on \( \mathbb{R}^n \). Let \( a \) be a critical point of \( f \), i.e., \( 0 \in \partial_L f(a) \) where \( \partial_L \) is the Mordukhovich (limiting) subdifferential [27, 28] \(^1\). Then, there exist \( \epsilon > 0, M > 0 \) and a rational number \( \theta \in (0,1) \) such that

\[
\frac{|f(x) - f(a)|^\theta}{m_f(x)} \leq M \quad \text{for all } x \in B(a, \epsilon),
\]

where \( m_f(x) := d(0, \partial_L f(x)) = \inf\{\|x^*\| : x^* \in \partial_L f(x)\} \).

\(^1\)The Mordukhovich (limiting) subdifferential of a function \( f \) at \( x \in \mathbb{R}^n \) is denoted by \( \partial_L f(x) \) and is defined by \( \partial_L f(x) = \{ \lim_{k \to \infty} x_k^* : x_k^* \in \partial f(x_k) \quad x_k \to x \} \) and \( \partial_L f(x) \) is the Frechét subdifferential of \( f \) defined by \( \partial f(x) = \{ x^* : \lim_{h \to 0} \frac{f(x+h) - f(x) - (x^*,h)}{\|h\|} \geq 0 \} \). It is known that the limiting subdifferential coincides with the Clarke subdifferential for continuous and convex functions as well as continuously differentiable functions. For more detailed background information and motivations, see the informative two-volume book [27, 28].
We now show that the maximum eigenvalue function is $\rho$th-order semismooth for some $\rho \in (0,1]$. We note that this conclusion can also be derived by using the recently established important result ([3]): any tame function (maximum eigenvalue function is a tame function) is $\rho$th-order semismooth for some $\rho > 0$. However, for the convenience of the reader, we provide a direct and self-contained proof proof below.

**Theorem 4.1.** Let $A$ be an $m$th-order $n$-dimensional symmetric tensor ($m$ is even). Then, the maximum eigenvalue function $\lambda_1$ is $\rho$th-order semismooth at $A$ for some rational number $\rho \in (0,1]$.

**Proof.** Let $A$ be an arbitrary $m$th-order $n$-dimensional symmetric tensor. As $\lambda_1$ is continuous and convex, $\lambda_1$ is always directionally differentiable and the Clarke subdifferential of $\lambda_1$ coincide with the convex subdifferential of $\lambda_1$. We now show that there exists a rational number $\rho > 0$ such that, for all $w_{\Delta A} \in \partial \lambda_1(A + \Delta A)$,

$$
\lim_{\|\Delta A\| \to 0} \frac{\lambda_1(A + \Delta A) - \lambda_1(A) - \langle \Delta A, (w_{\Delta A})^m \rangle_S}{\|\Delta A\|^{1+\rho}} < +\infty.
$$

(4.3)

Note that if (4.3) is true with $\rho = \rho_0 > 0$, then it is also true for any $\rho$ with $\rho \leq \rho_0$ (and so, for some rational number $\rho$ with $\rho \leq \rho_0$). Thus, to see the conclusion, we only need to show that there exists $\rho > 0$ such that, for all $w_{\Delta A} \in \partial \lambda_1(A + \Delta A)$,

$$
\lim_{\|\Delta A\| \to 0} \frac{\lambda_1(A + \Delta A) - \lambda_1(A) - \langle \Delta A, (w_{\Delta A})^m \rangle_S}{\|\Delta A\|^{1+\rho}} < +\infty.
$$

(4.4)

Suppose that this claim is not true. Then, there exist $\rho_k \to 0^+$, $w_k \in \partial \lambda_1(A + \Delta A_k)$ and $\Delta A_k$ with $\|\Delta A_k\|_S \to 0$ such that

$$
\lim_{k \to \infty} \frac{|\lambda_1(A + \Delta A_k) - \lambda_1(A) - \langle \Delta A_k, w_{\Delta A_k} \rangle_S|}{\|\Delta A_k\|^{1+\rho_k}} = +\infty.
$$

As $w_k \in \partial \lambda_1(A + \Delta A_k)$ and $\|\Delta A_k\|_S \to 0$, we see that $\{w_k\}$ is bounded. So, we may assume that $w_k \to w$ for some $w \in \partial \lambda_1(A)$. Recall that the space of $m$th-order $n$-dimensional symmetric tensor is denoted by $S$. Let the dimension of $S$ be $N$. Then, there is an invertible linear map $L$ such that $L(R^N) = S$. Now, consider a function $g : R^N \times R^n \to R$ by

$$
g(x, v) = \lambda_1(Lx) - \langle Lx - A, v^m \rangle_S.
$$

Then, we have

$$
\partial C_g(x, v) = \{L^*(\partial \lambda_1(Lx) - v^m)\} \times \{m(Lx - A)v^{m-1}\}.
$$

Thus, we see that $(L^{-1}(A), w)$ is a Clarke’s critical point of $g$, i.e., $0 \in \partial C_g(L^{-1}(A), w)$.

We first show that $g$ is a subanalytic function. To see this, we only need to show that $h(x) := \lambda_1(Lx)$ is subanalytic as $(x, v) \to -(Lx - A, v^m)_S$ is analytic. Now, consider the set $\{x, r) : \lambda_1(Lx) > r\}$. Then we have

$$
\{(x, r) : \lambda_1(Lx) > r\} = \{(x, r) : \sup_{\|a\| = 1, a \in R^n} \langle Lx, a \rangle^m > r\}
$$

$$
= \{(x, r) : \exists a \text{ with } \|a\|^m = 1, \langle Lx, a \rangle^m > r\}
$$

$$
= \pi(C),
$$

where $\pi : R^N \times R \times R^n \to R^N \times R$ is the projection defined by $\pi(x, r, a) = (x, r)$ and $C := \{(x, r, a) : \langle Lx, a \rangle^m > r\}$. Note that $h(x, r, a) = \langle Lx, a \rangle^m - r$ is an analytic function, and so, property (S3) implies that $C$ is a subanalytic set. Thus, $\{(x, r) : \lambda_1(Lx) > r\}$ is also a subanalytic set by property (S2). This together with property (S1) implies that

$$
gph h = \{(x, r) : \lambda_1(Lx) \geq r\} \cap \{(x, r) : \lambda_1(Lx) \leq r\}
$$

$$
= (\{(x, r) : \lambda_1(Lx) > r\} \cap (R^n \setminus \{(x, r) : \lambda_1(Lx) > r\})
$$

$$
= (\{(x, r) : \lambda_1(Lx) > r\} \cap (R^n \setminus \{(x, r) : \lambda_1(Lx) > r\})\}
$$
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This makes contradiction and so, the conclusion follows.

subdifferential and the Clarke subdifferential of $g$ is a subanalytic set. Therefore, $h$ is a subanalytic function, and so, $g$ is also subanalytic.

As $g$ is the sum of a convex function and an analytic function, the Mordukhovich (limiting) subdifferential and the Clarke subdifferential of $g$ coincide (cf. [2, page 121]). Thus, property (S4) implies that there exist $\alpha, \epsilon > 0$ and $\theta \in [0, 1)$ such that

$$|g(x, v) - g(L^{-1}(A), w)|^\theta \leq \alpha d((0, 0), \partial C g(x, v)) \text{ for all } x \in \mathbb{B}(L^{-1}(A), \epsilon), v \in \mathbb{B}(w, \epsilon).$$

That is to say, for all $x \in \mathbb{B}(L^{-1}(A), \epsilon)$, $v \in \mathbb{B}(w, \epsilon)$, we have

$$\left|\lambda_1(Lx) - \lambda_1(A) - \langle Lx - A, v^m \rangle_S \right|^\theta \leq \alpha \left( d(0, L^*(\partial \lambda_1(Lx) - v^m)) + m\| (Lx - A)v^{m-1} \| \right).$$

Now, take $x = L^{-1}(\mathcal{A} + \Delta \mathcal{A}_k)$ and $v = w_k$. As $w_k \in \partial \lambda_1(\mathcal{A} + \Delta \mathcal{A}_k)$, for all large $k$ we have

$$\left|\lambda_1(\mathcal{A} + \Delta \mathcal{A}_k) - \lambda_1(A) - \langle \Delta \mathcal{A}_k, w_k^m \rangle_S \right|^\theta \leq m\alpha \| \Delta \mathcal{A}_k w_k^{m-1} \| \leq M \| \Delta \mathcal{A}_k \|_S,$$

for some $M > 0$. As $\| \Delta \mathcal{A}_k \|_S \to 0$, we see that $\theta > 0$. This gives that $1 \geq 1 + \rho_k$ for all large $k$.

It follows from (4.5) that, for all large $k$,

$$\frac{|\lambda_1(\mathcal{A} + \Delta \mathcal{A}_k) - \lambda_1(A) - \langle \Delta \mathcal{A}_k, w_k^m \rangle_S|}{\| \Delta \mathcal{A}_k \|_S^{1 + \rho_k}} \leq \frac{|\lambda_1(\mathcal{A} + \Delta \mathcal{A}_k) - \lambda_1(A) - \langle \Delta \mathcal{A}_k, w_k^m \rangle_S|}{\| \Delta \mathcal{A}_k \|_S^\theta} \leq M.$$

This makes contradiction and so, the conclusion follows.

In the preceding theorem, the order $\rho$ is unknown in general. Next, we present some special cases where the order $\rho$ can be estimated explicitly. To do this, for each $m$th-order $n$-dimensional symmetric tensor $\mathcal{H}$, we consider the following parameterized problem

$$(P_{\mathcal{H}}) \max_{x \in \mathbb{R}^n} \mathcal{H}x^m \text{ s.t. } \|x\|_m = 1,$$

and study the Hölder stability of the optimal solution set $S_\mathcal{H}$ of the problem $P_{\mathcal{H}}$. To achieve the Hölder stability, we need the following result which gives an effective estimate for the Lojasiewicz exponent of a polynomial with real coefficients.

Lemma 4.1. (cf. [11, Theorem 2.3] and [20, Lemma 4.3]) Let $f$ be a polynomial with real coefficients on $\mathbb{R}^n$ with degree $m$. Suppose that $f(0) = 0$ and $0$ is a strict local minimizer. Then, there exist $\tau > 0$ and $\beta > 0$ such that

$$f(x) \geq \beta \|x\|_\tau \text{ for all } \|x\| \leq \delta.$$
(2) If we further assume that the following second-order condition holds: \( \forall u = (u_1, \ldots, u_n) \in S_A \)
\[
\mathcal{A} u^{m-2} - \lambda_1(A) \text{diag}(u_1^{m-2}, \ldots, u_n^{m-2}) < 0 \text{ on } C_u = \{ h \in \mathbb{R}^n : h^T u^{m-1} = 0 \},
\]
then the integer \( d \) in (4.6) can be set as 1, i.e., there exist \( \epsilon > 0 \) and \( \alpha > 0 \) such that for any tensor \( B \) with \( \|B - A\|_S \leq \epsilon \),
\[
S_B \subseteq S_A + \alpha \|B - A\|_S \mathbb{B}_{\mathbb{R}^n}.
\]

Proof. [Proof of (1)] Fix any \( u \in S_A \). Let \( \gamma > 0 \) and let \( f(x) := \lambda_1(A) \|x + u\|_m^m - \mathcal{A}(x + u)^m + \gamma(\|x + u\|_m^m - 1)^2 \). It can be seen that \( f \) is a real polynomial on \( \mathbb{R}^n \) with degree \( 2m \). Moreover, it can be verified that \( f \) is nonnegative, \( f(0) = 0 \) and 0 is a strict local minimizer of \( f \) (otherwise, there exists \( x_n \to 0 \) with \( x_n \neq 0 \) such that \( f(x_n) = 0 \). This implies that \( u_n := x_n + u \) are global solutions of \( P_A \). This is impossible as problem \( P_A \) has only finitely many solutions.) So, Lemma 4.1 implies that there exist \( \beta > 0 \) and \( \beta_0 > 0 \) such that
\[
f(x) \geq \beta_0 \|x\|^{\tau} \quad \text{for all } \|x\| \leq \beta_0,
\]
where \( \tau \) is a natural number with \( \tau \leq (2m - 1)^n + 1 \). This implies that
\[
\lambda_1(A) \|x\|_m^m - \mathcal{A} x^m - \gamma(\|x\|_m^m - 1)^2 \geq \beta \|x - u\|^{\tau} \quad \text{for all } x \in \mathbb{R}^n \text{ with } \|x - u\| \leq \beta_0.
\]
As \( S_A \) only consists of finitely many points, we can find \( \delta > 0 \) and \( \beta > 0 \) such that for any \( u \in S_A \) and for an \( x \in \mathbb{R}^n \) with \( \|x - u\| \leq \delta \),
\[
\lambda_1(A) \|x\|_m^m - \mathcal{A} x^m + \gamma(\|x\|_m^m - 1)^2 \geq \beta \|x - u\|^{\tau}.
\]
(Otherwise, there exists a sequence of symmetric tensors \( B_k \) with \( \|B_k - A\|_S \to 0 \) and \( y_n \in S_{B_k} \) such that \( d(y_n, S_A) \to 0 \). As \( \|y_k\|_m = 1 \), by passing to subsequence, we may assume that \( y_k \to y \) for some \( y \) with \( \|y\|_m = 1 \). Then, we have \( d(y, S_A) \to 0 \).) Now, as \( \lambda_1 \) is continuous, we have \( B_k(y_k)^m = \lambda_1(B_k) \to \lambda_1(A) \). So, passing to limit, we see that \( \mathcal{A} y^m = \lambda_1(A) \). Note that \( \|y\|_m = 1 \). So, \( y \in S_A \) which makes contradiction.) Now, fix any arbitrary \( B \) with \( \|B - A\|_S \leq \epsilon \). From (4.9), we have \( S_B \subseteq S_A + \delta \mathbb{B}_{\mathbb{R}^n} \). Let \( r > 0 \) be a constant such that
\[
\|x^m - y^m\|_S \leq \tau \|x - y\| \quad \text{for all } x, y \in K := \{ x : \|x\|_m^m = 1 \}
\]
and let \( \alpha = (\beta^{-1} r)^{\frac{1}{\tau}} > 0 \). For any arbitrary \( v \in S_B \), take \( u \in S_A \) be such that \( \|v - u\| = d(v, S_A) \).
To finish the proof, note that \( \tau \leq (2m - 1)^n + 1 \) (and so, \( \delta = \tau - 1 \leq (2m - 1)^n \)), it suffices to show that
\[
\|v - u\| \leq \alpha \|B - A\|_S^{\tau}. \tag{4.11}
\]
To see this, we first note that \( \|v - u\| \leq \delta \) as \( S_B \subseteq S_A + \delta \mathbb{B}_{\mathbb{R}^n} \). So, (4.8) and \( \|v\|_m = 1 \) (as \( v \) is a solution of \( S_B \)) imply that
\[
\lambda_1(A) - \mathcal{A} v^m = \lambda_1(A) \|v\|_m^m - \mathcal{A} v^m + \gamma(\|v\|_m^m - 1)^2 \geq \beta \|v - u\|^{\tau}.
\]
As \( u \) is an optimal solution of \( P_A \), we have \( \|u\|_m = 1 \) and \( \mathcal{A} u^m = \lambda_1(A) \) and so,
\[
\|v - u\|^{\tau} \leq \beta^{-1} (\lambda_1(A) - \mathcal{A} v^m) = \beta^{-1} (\mathcal{A} u^m - \mathcal{A} v^m). \tag{4.12}
\]
Since \( v \) is an optimal solution of \((P_5)\), \( \|v\|_m = 1 \) and \( Bu^m \leq Bv^m \). It follows from (4.10) that
\[
Au^m - Av^m = (Bu^m - Bv^m) + ((A - B)u^m - (A - B)v^m) \\
\leq (A - B)u^m - (A - B)v^m \\
\leq \|u^m - v^m\|_S \|A - B\|_S \\
\leq r\|u - v\|_S \|B - A\|_S.
\]
This together with (4.12) implies that
\[
\|v - u\|_S^r \leq \beta^{-1}(Au^m - Av^m) \leq \beta^{-1}r\|u - v\|_S \|B - A\|_S.
\]
So, we have \( \|v - u\|_S^{-1} \leq \beta^{-1}r\|B - A\|_S\). Note that \( \alpha = (\beta^{-1}r)^{\frac{1}{m+r}} \). Then,
\[
d(v, S_A) = \|v - u\| \leq \alpha\|B - A\|_S^{\frac{1}{m+r}}.
\]
Therefore, (4.11) holds, and so, (1) follows.

[Proof of (2)] Suppose that the second-order condition (4.7) holds. Fix an arbitrary \( u \in S_A \) and consider the minimization problem
\[
(P_6) \quad \min_{x \in \mathbb{R}^n} \quad f(x) := -Ax^m \\
\text{s.t.} \quad \|x\|_m = 1.
\]
Clearly, \( u \) satisfy the KKT condition of \((P_6)\) with Lagrange multiplier \( \lambda_1(A) \). Note that the usual second-order sufficient condition for this problem reduces to (4.7). So, the following second order growth condition holds at \( u \) (for example see [10, Corollary 1]): there exist \( \beta > 0 \) and \( \delta > 0 \) such that
\[
-Ax^m + \lambda_1(A) = f(x) - f(u) \geq \beta\|x - u\|^2 \quad \text{for all} \quad x \in \mathbb{R}^n \quad \text{with} \quad \|x - u\| \leq \delta.
\]
Now, using the same method of the proof as in part (1), we see that the conclusion holds. \( \Box \)

We are now ready to present the second main result of this section as follows.

**Theorem 4.2.** Let \( A \) be an \( m \)-th order \( n \)-dimensional symmetric tensor (\( m \) is even). Suppose that the geometric multiplicity of \( \lambda_1(A) \) is one. Then,

1. The maximum eigenvalue function \( \lambda_1 \) is at least \( p \)-th order semismooth at \( A \) with \( \rho = \frac{1}{(2m-1)r} \).
2. Moreover, if we further assume that the following second-order condition holds: for all eigenvectors \( u \) associated with \( \lambda_1(A) \)
\[
Au^{m-2} - \lambda_1(A)\text{diag}(u_1^{m-2}, \ldots, u_n^{m-2}) \prec 0 \quad \text{on} \quad C_u = \{h \in \mathbb{R}^n : h^Tu^{m-1} = 0\},
\]
then the maximum eigenvalue function \( \lambda_1 \) is strongly semismooth at \( A \).

**Proof.** [Proof of (1)] Let \( A \) be an arbitrary \( m \)-th order \( n \)-dimensional symmetric tensor and let \( \rho = \frac{1}{(2m-1)r} \). Let \( \Delta A \) be an \( m \)-th order \( n \)-dimensional symmetric tensor. As \( \lambda_1 \) is continuous and convex, \( \lambda_1 \) is always directionally differentiable. To see the conclusion, we only need to show that, for all \( V(\Delta A) \in \partial(A + \Delta A) \),
\[
\lambda_1(A + \Delta A) - \lambda_1(A) - \langle V(\Delta A), \Delta A \rangle_S = O(\|\Delta A\|_S^{1+\rho}).
\]
By the mean value theorem, we have
\[
\lambda_1(A + \Delta A) - \lambda_1(A) = \langle U(\Delta A), \Delta A \rangle_S,
\]
for some \( U(\Delta A) \in \partial\lambda_1(A + \Delta A) \) and \( t \in [0, 1] \). So, we see that
\[
\frac{\lambda_1(A + \Delta A) - \lambda_1(A) - (V(\Delta A), \Delta A)_S}{\|\Delta A\|_S^{1+\rho}} = \frac{\langle U(\Delta A) - V(\Delta A), \Delta A \rangle_S}{\|\Delta A\|_S^{1+\rho}}.
\]
Denote the dimension of the symmetric tensor space $S$ by $k$. Then, the Carathéodory theorem and Theorem 3.2 imply that there exist $u_j \in [0,1]$, $j = 1,\ldots,k+1$, with $\sum_{j=1}^{k+1} u_j = 1$ such that $U(\Delta A) = \sum_{j=1}^{k+1} \mu_j(u_j)^m$, where $u_j$ are all unit eigenvectors (in the $\| \cdot \|_m$ sense) associated with $\lambda_1(A + t\Delta A)$. Similarly, we can find $\sigma_j \in [0,1]$, $j = 1,\ldots,k+1$, with $\sum_{j=1}^{k+1} \sigma_j = 1$ such that $V(\Delta A) = \sum_{j=1}^{k+1} \sigma_j(v_j)^m$, where $v_j$ are all unit eigenvectors associated with $\lambda_1(A + \Delta A)$. Now, for each $m$th-order $n$-dimensional symmetric tensor $H$, consider the parameterized problem

\[
(P_H) \quad \max_{x \in \mathbb{R}^n} \quad Hx^m
\]

s.t. \quad $\|x\|_m = 1$.

We see that each $u_j$ is an optimal solution of $(P_{A+t\Delta A})$ and each $v_j$ is an optimal solution of $(P_{A+\Delta A})$. Let $C$ be the optimal solution of $(P_A)$. As the geometric multiplicity of $\lambda_1(A)$ is one, the set $C$ only consists finitely many points. Note that $\|A + t \Delta A - A\|_S \leq \|\Delta A\|_S$ and $\|A + \Delta A - A\|_S \leq \|\Delta A\|_S$. Then, Proposition 4.1(1) implies that, there exist $\alpha > 0$ and $\epsilon > 0$ such that, for each $j = 1,\ldots,k+1$ and $\|\Delta A\|_S \leq \epsilon$

\[
d(u_j, C) \leq \alpha \|\Delta A\|_S^p \text{ and } d(v_j, C) \leq \alpha \|\Delta A\|_S^p.
\]

Let \( \xi_j, \tau_j \in C \) be such that $d(u_j, C) = \|u_j - \xi_j\|$ and $d(v_j, C) = \|v_j - \tau_j\|$. Then,

\[
\|u_j - \xi_j\| \leq \alpha \|\Delta A\|_S^p \text{ and } \|v_j - \tau_j\| \leq \alpha \|\Delta A\|_S^p.
\]

Note that there exists $r > 0$ such that \( \|x^m - y^m\|_S \leq r \|x - y\| \) for all $x, y \in K := \{x : \|x\|_m = 1\}$. It follows that

\[
\|(u_j)^m - (\xi_j)^m\|_S \leq r\alpha \|\Delta A\|_S^p \text{ and } \|(v_j)^m - (\tau_j)^m\|_S \leq r\alpha \|\Delta A\|_S^p.
\]

As $\partial \lambda_1(A) = \{w^m\}$, we see that for any $x \in C$, $x^m = w^m$, and so, \((\xi_j)^m = (\tau_j)^m = w^m\). Thus, we have, for each $j = 1,\ldots,k+1$ and $\|\Delta A\|_S \leq \epsilon$

\[
\|(u_j)^m - w^m\|_S \leq r\alpha \|\Delta A\|_S^p \text{ and } \|(v_j)^m - w^m\|_S \leq r\alpha \|\Delta A\|_S^p.
\]

Therefore, for each $\|\Delta A\|_S \leq \epsilon$

\[
\|U(\Delta A) - V(\Delta A), \Delta A\|_S \leq \|(U(\Delta A) - W^m, \Delta A)\|_S + \|w^m - V(\Delta A), \Delta A\|_S
\]

\[
\leq (\|(U(\Delta A) - W^m, \Delta A)\|_S + \|V(\Delta A) - W^m\|_S) \|\Delta A\|_S
\]

\[
= (\sum_{j=1}^{k+1} \mu_j \|(u_j) - w\|_S + \sum_{j=1}^{k+1} \sigma_j \|(v_j) - w\|_S) \|\Delta A\|_S
\]

\[
\leq 2r\alpha \|\Delta A\|_S^{1+p}.
\]

So, there exist $r > 0$, $\alpha > 0$, and $\epsilon > 0$ such that for each $\|\Delta A\|_S \leq \epsilon$

\[
\frac{\lambda_1(A + \Delta A) - \lambda_1(A) - \langle V(\Delta A), \Delta A\rangle_S}{\|\Delta A\|_S^{1+p}} \leq \frac{\|U(\Delta A) - V(\Delta A), \Delta A\|_S}{\|\Delta A\|_S^{1+p}} \leq 2r\alpha.
\]

Therefore, (4.14) holds, and hence $\lambda_1$ is a $p$th-order semismooth function on $S$ with $\rho = \frac{1}{(2m-1)^2}$.

[Proof of (2)] Using the same method of proof as in part (1) and using Proposition 4.1(2) (instead of Proposition 4.1(1)), we see that the conclusion follows.

\[\square\]

Remark 4.1. It is worth noting that the condition (4.13) holds automatically in the symmetric matrix case (i.e., when $m = 2$) if the multiplicity of the maximum eigenvalue is one. Indeed, let
$m = 2$ and consider an $(n \times n)$ symmetric matrix $M$. To see the desire conclusion, it suffices to show that: for all unit eigenvectors $u$ associated with $\lambda_1(M)$,

$$M - \lambda_1(M) I_n < 0 \text{ on } C_u = \{ h \in \mathbb{R}^n : h^T u = 0 \},$$

(4.15)

where $I_n$ is the $(n \times n)$ identity matrix. To see this, let $u$ be an unit eigenvector associated with $\lambda_1(M)$ and let $h \in \mathbb{R}^n \setminus \{ 0 \}$ with $h^T u = 0$. As the multiplicity of $\lambda_1(M)$ is one, we can find $v_1, \ldots, v_n$ which are unit eigenvectors associated with $\{ \lambda_2(A), \ldots, \lambda_n(M) \}$ such that $\{ u, v_1, \ldots, v_n \}$ forms an orthonormal basis of $\mathbb{R}^n$ where $\lambda_1(M) > \lambda_2(M) \geq \ldots \geq \lambda_n(A)$ (counting the multiplicity). As $\{ v_1, \ldots, v_n \}$ span the space $\{ x \in \mathbb{R}^n : x^T u = 0 \}$, we have $h = \sum_{i=2}^{n} \alpha_i v_i$ for some $\alpha_i \in \mathbb{R}$ with $\alpha_i$ not all zero, $i = 2, \ldots, n$. So, it follows from the fact that $\{ u, v_1, \ldots, v_n \}$ is an orthonormal basis of $\mathbb{R}^n$ and $\{ v_2, \ldots, v_n \}$ are unit eigenvectors associated with $\{ \lambda_2(A), \ldots, \lambda_n(M) \}$ that

$$h^T (M - \lambda_1(M)) h = \left( \sum_{i=2}^{n} \alpha_i v_i \right)^T (M - \lambda_1(M)) \left( \sum_{i=2}^{n} \alpha_i v_i \right) = \sum_{i=2}^{n} \alpha_i^2 (\lambda_i(M) - \lambda_1(M)) < 0.$$ 

Thus, (4.13) holds when $m = 2$.

### 5 Nonsmooth Newton Methods

Let $S(4,3)$ be the space consisting of all the 4th-order 3-dimensional symmetric tensors. It is shown [36] that $S(4,3)$ is of dimension 15, and so, there exists a one-to-one mapping $L : \mathbb{R}^{15} \to S(4,3)$ (indeed the mapping $L$ can be explicitly constructed see [36, 35] for details). Let $n$ be a natural number, $A_i \in S(4,3)$, $i = 0, 1, \ldots, n$ and $b_i \in \mathbb{R}$, $i = 1, \ldots, n$. Consider the space tensor conic linear programming (STCLP) problem which was proposed and studied in [35] :

$$(STCLP) \quad \min_{\mathcal{X} \in S(4,3)} \langle A_0, \mathcal{X} \rangle_S \quad \text{s.t.} \quad \langle A_i, \mathcal{X} \rangle_S \leq b_i, \ i = 1, \ldots, n,$$

$$\mathcal{X} \in -C(4,3),$$

where $C(4,3)$ is the cone of all negative semidefinite 4th-order 3-dimensional symmetric tensor, i.e., $C(4,3) := \{ A \in S(4,3) : \lambda_1(A) \leq 0 \}$ and $\lambda_1$ is convex. We see that problem (STCLP) is a convex programming problem. By assuming the Slater constraint qualification, solving (STCLP) is equivalent to solving its KKT system. As shown in [37] (see also [35]), $C(4,3)$ is a self-dual cone and $(C(4,3))^\circ = C(4,3) = U(4,3)$ where $U(4,3)$ is the rank one tensor space in $S(4,3)$ defined by $U(4,3) = \{ A \in S(4,3) : A = \sum_{i=1}^{4} (a_j r^i) \}$, $a_j \in \mathbb{R}^4$, $r \in \mathbb{N}$, where $a^4$ is the 4th-order 3-dimensional symmetric rank one tensor defined by $(a^4)_{i_1 i_2 i_3 i_4} = a_{i_1} a_{i_2} a_{i_3} a_{i_4}$ for each $i_1, i_2, i_3, i_4 \in \{ 1, 2, 3 \}$. So, its KKT system is to find $y_1, \ldots, y_n \in \mathbb{R}$ and $\mathcal{X} \in S(4,3)$ such that

$$\text{(KKT)} \begin{cases} X \in -C(4,3) \\
-A_0 - \sum_{i=1}^{n} y_i A_i \in C(4,3) \\
0 \leq y_i \langle A_i, \mathcal{X} \rangle_S - b_i \leq 0 \\
\langle A_0 + \sum_{i=1}^{n} y_i A_i, \mathcal{X} \rangle_S = 0 \end{cases} \quad \text{(Primal Feasible)}$$

$$\begin{cases} \text{(Dual Feasible)} \\
0 \geq y_i \langle A_i, \mathcal{X} \rangle_S - b_i \geq 0 \\
\langle A_0 + \sum_{i=1}^{n} y_i A_i, \mathcal{X} \rangle_S = 0 \end{cases} \quad \text{(Complementary Slackness I)}$$

$$\begin{cases} \text{(Complementary Slackness II)} \\
\max \{ \lambda_1(-A_0 - \sum_{i=1}^{n} y_i A_i), \lambda_1(-Lz) \} \\
\langle A_0 + \sum_{i=1}^{n} y_i A_i, Lz \rangle_S \\
\max \{ -y_1, \langle A_1, Lz \rangle_S - b_1 \} \\
\vdots \\
\max \{ -y_n, \langle A_n, Lz \rangle_S - b_n \} \end{cases}, \ x = (y, z) \in \mathbb{R}^n \times \mathbb{R}^{15} \quad (5.16)$$

The following proposition establishes a useful observation: solving the KKT problem is equivalent to solving the nonsmooth equation $F(x) = 0$ where $F : \mathbb{R}^{n+15} \to \mathbb{R}^{n+2}$ is defined by

$$F(x) = \begin{cases} \max \{ \lambda_1(-A_0 - \sum_{i=1}^{n} y_i A_i), \lambda_1(-Lz) \} \\
\langle A_0 + \sum_{i=1}^{n} y_i A_i, Lz \rangle_S \\
\max \{ -y_1, \langle A_1, Lz \rangle_S - b_1 \} \\
\vdots \\
\max \{ -y_n, \langle A_n, Lz \rangle_S - b_n \} \end{cases}, \ x = (y, z) \in \mathbb{R}^n \times \mathbb{R}^{15} \quad (5.17)$$
where \( L : \mathbb{R}^{15} \to S(4,3) \) is the one-to-one linear mapping between \( \mathbb{R}^{15} \) and \( S(4,3) \).

**Proposition 5.1.** Let \( y \in \mathbb{R}^n, X \in S(4,3) \) and \( x := (y, L^{-1}(X)) \in \mathbb{R}^n \times \mathbb{R}^{15} \). Then, \((y, X) \in \mathbb{R}^n \times S(4,3) \) solves the KKT system (5.16) if and only if \( F(x) = 0 \).

**Proof.** \( \Rightarrow \) Suppose that \((y, X) \in \mathbb{R}^n \times S(4,3) \) solves the KKT system. Note that \( A \in C(4,3) \) if and only if \( \lambda_1(A) \leq 0 \). So, the primal and the dual feasibility conditions imply that \( \max\{\lambda_1(-A_0 - \sum_{i=1}^n y_i A_i), \lambda_1(-X)\} \leq 0 \). Note that the Complementary Slackness condition I is equivalent to

\[
\max\{-y_i, \langle A_i, X \rangle - b_i\} = 0, \quad i = 1, \ldots, n.
\]

To finish the proof, it suffices to show that \( \max\{\lambda_1(-A_0 - \sum_{i=1}^n y_i A_i), \lambda_1(-X)\} = 0 \). To see this, we proceed by the method of contradiction and assume that \( \max\{\lambda_1(-A_0 - \sum_{i=1}^n y_i A_i), \lambda_1(-X)\} < 0 \). As \( -A_0 - \sum_{i=1}^n y_i A_i \in C(4,3) \) and \( C(4,3) = \mathcal{U}(4,3) \), we can decompose \( -A_0 - \sum_{i=1}^n y_i A_i \) as the sum of finitely many rank one 4th-order 3-dimensional tensors, say

\[
-A_0 - \sum_{i=1}^n y_i A_i = \sum_{j=1}^r (a_j)^4, \quad a_j \in \mathbb{R}^3.
\]

Then, from the Complementary Slackness condition II, we have

\[
0 = \langle X, -A_0 - \sum_{i=1}^n y_i A_i \rangle_S = \sum_{j=1}^r \langle X, (a_j)^4 \rangle_S = \sum_{j=1}^r X(a_j)^4
\]

This together with \( X \in -\mathcal{C}(4,3) \) gives that \( X(a_j)^4 = 0 \) for each \( j = 1, \ldots, r \). Clearly, not all \( a_j, j = 1, \ldots, r \), are 0 (otherwise, \( -A_0 - \sum_{i=1}^n y_i A_i = \sum_{j=1}^r (a_j)^4 = 0 \) and so, \( \max\{\lambda_1(-A_0 - \sum_{i=1}^n y_i A_i), \lambda_1(-X)\} \geq 0 \) which is impossible). This implies that 0 is an eigenvalue of \(-X\) and so, \( \lambda_1(-X) \geq 0 \). Thus, \( \max\{\lambda_1(-A_0 - \sum_{i=1}^n y_i A_i), \lambda_1(-X)\} \geq 0 \) which contradicts our assumption.

\( \Leftarrow \) This part is direct. \( \square \)

From the preceding proposition, to obtain a solution of the KKT system, it suffices to solve the nonsmooth underdetermined equation \( F(x) = 0 \) where \( F : \mathbb{R}^{n+15} \to \mathbb{R}^{n+2} \). It is known that the nonsmooth Newton method [33] (see also [13] for recent development and further improvement) is now considered a powerful tool for solving nonsmooth equation where the dimension of the domain space and the range space are the same. To solve the space tensor conic linear problem, this motivates us to establish a nonsmooth Newton method for under-determined equations.

**Nonsmooth Newton Method for underdetermined equation**

Consider a general nonsmooth equation \( G(x) = 0 \) where \( G : \mathbb{R}^m \to \mathbb{R}^l \) with \( m \geq l \). The general algorithm of the nonsmooth Newton method for a underdetermined equation is stated as follows:

**Algorithm-0**

**Step 0.** Choose \( x^{(0)} \in \mathbb{R}^m \). If \( G(x^{(0)}) \neq 0 \), then set \( k := 0 \) and go to Step 1. Otherwise, output \( x^{(0)} \).

**Step 1.** Compute a \( V_k \in \mathbb{R}^{l \times m} \) such that \( V_k \in J_C G(x^{(k)}) \).

**Step 2.** Let \( x^{(k+1)} = x^{(k)} + \Delta x^{(k)} \) where

\[
\Delta x^{(k)} = -V_k^T (V_k V_k^T)^{-1} G(x^{(k)}).
\]
Step 3. If \( G(x^{(k+1)}) \neq 0 \), then replace \( k \) by \( k + 1 \) and go back to Step 1. Otherwise, output \( x^{(k+1)} \in \mathbb{R}^m \).

We now introduce a definition of regularity which extends the classical definition of CD-regular solution.

**Definition 5.1.** For a nonlinear equation \( G(x) = 0 \) where \( G : \mathbb{R}^m \to \mathbb{R}^l \) with \( m \geq l \). We say \( x^* \) is a regular solution of this equation if \( G(x^*) = 0 \) and there exists a neighbourhood \( N \) of \( x^* \) such that

(a) \( \text{rank}(V) = l \) for all \( V \in JC_G(x) \) and \( x \in N \cap \{ x : G(x) \neq 0 \} \).

(b) \( R(V^T(VV^T)^{-1}) = P \) for all \( V \in JC_G(x) \) and \( x \in N \cap \{ x : G(x) \neq 0 \} \) where \( R(A) \) denotes the range of a \((m \times l)\) matrix \( A \) which is defined by \( R(A) = \{ Ax : x \in \mathbb{R}^l \} \subseteq \mathbb{R}^m \) and \( P \) is some vector space in \( \mathbb{R}^m \).

Moreover, the vector space \( P \) in (b) is called the regular space associated with \( x^* \).

Recall that, when \( m = l \), \( x^* \) is said to be CD regular (cf [31, 33]) if \( G(x^*) = 0 \) and there exists a neighbourhood \( N \) of \( x^* \) such that \( \text{rank}(V) = m \) for all \( V \in JC_G(x) \) and \( x \in N \) (and so, \( R(V^T(VV^T)^{-1}) = \mathbb{R}^m \) for all \( V \in JC_G(x) \) and \( x \in N \)). Thus, it is easy to see that, \( x^* \) is CD-regular implies \( x^* \) is regular with regular space \( P = \mathbb{R}^m \). As shown in [31], a CD regular solution is a locally unique solution. However, we now present examples showing that a regular solution need not to be locally unique even when \( m = l \) (and so, the definition of regular is strictly weaker than CD regular).

**Example 5.1.** Let \( m = l = 1 \) and \( G(x) = \max \{ x, 0 \} \). Consider \( x^* = 0 \). Clearly, \( x^* \) is not a locally unique solution and is not CD-regular (as \( 0 \in JC_G(0) \)). On the other hand, \( JC_G(x) = 1 \) for any \( x \in \mathbb{R} \) with \( G(x) \neq 0 \). So, \( x^* \) is regular with regular space \( P = \mathbb{R} \).

**Example 5.2.** Let \( m = 2 \), \( l = 1 \) and \( G(x_1, x_2) = \max \{ x_1, 0 \} + |x_2| \). It is easy to see that the solution set \( \{ x : G(x) = 0 \} = \{ (x_1, x_2) : x_1 \leq 0, x_2 = 0 \} \). So \( x^* = (-2, 0) \) is a solution which is not locally unique. It can be verified that for any \( x \in x^* + B_{\mathbb{R}^2} \) with \( G(x) \neq 0 \)

\[
JC_G(x) = \begin{cases} 
(0, 1), & \text{if } x_2 > 0, \\
(0, -1), & \text{if } x_2 < 0,
\end{cases}
\]

where \( x = (x_1, x_2) \).

So, \( x^* \) is regular with \( P = \{0\} \times \mathbb{R} \).

We first establish the local convergence result of a nonsmooth Newton method for underdetermined equations.

**Theorem 5.1.** Consider a underdetermined equation \( G(x) = 0 \) where \( G : \mathbb{R}^m \to \mathbb{R}^l \) with \( m \geq l \). Let \( x^* \) be a regular solution and \( P \) be the regular space associated with \( x^* \).

(a) If \( G \) is semismooth at \( x^* \), then there exists a neighbourhood \( N_0 \) of \( x^* \) such that the Algorithm-0 is well defined for any initial point \( x^{(0)} \in N_0 \cap (x^* + P) \) and Algorithm-0 either terminates in finitely many iterations or generates a sequence \( \{ x^{(k)} \} \) such that \( x^{(k)} \) converges to \( x^* \) Q-superlinearly, i.e.,

\[
\lim_{k \to \infty} \frac{\|x^{(k+1)} - x^*\|}{\|x^{(k)} - x^*\|} = 0.
\]

(b) If we further assume that \( G \) is \( \rho \)-th order semismooth for some \( \rho \in (0, 1] \). Then, Algorithm-0 either terminates in finitely many iterations or generates a sequence \( \{ x^{(k)} \} \) such that \( x^{(k)} \) converges to \( x^* \) with order \((1 + \rho)\), i.e.,

\[
\lim_{k \to \infty} \frac{\|x^{(k+1)} - x^*\|}{\|x^{(k)} - x^*\|^{1+\rho}} < +\infty.
\]
Proof. [Proof of (a)] If Algorithm-0 terminates in finitely many iterations, then by the construction of the algorithm it must return a solution of $G(x) = 0$. So, without loss of generality, we may assume that Algorithm-0 does not terminate in finitely many iterations, and so, generates a sequence $\{x^{(k)}\}_{k=1}^{\infty}$. By the construction of the algorithm, we have $G(x^{(k)}) \neq 0$ for all $k \in \mathbb{N} \cup \{0\}$.

As $x^{(k)}$ is regular, there exist a bounded neighbourhood $N$ and a subspace $P$ such that rank($V$) = $l$ for all $V \in JC\{G(x)\}$ and $x \in N \cap \{x : G(x) \neq 0\}$ and $R(V^T(VV^T)^{-1}) \equiv P$ for all $V \in JC\{G(x)\}$ and $x \in N \cap \{x : G(x) \neq 0\}$. As $G$ is locally Lipschitz and semismooth at $x^*$, there exist $\delta \in (0, 1), M > 0$ such that $x^* + \delta \mathbb{R}^n \subseteq N$, and for all $x \in (x^* + \delta \mathbb{R}^n) \cap \{x : G(x) \neq 0\}$ and for all $V \in JC\{G(x)\}$,

$$
\|V^T(VV^T)^{-1}\| \leq M \text{ and } \|G(x^*) - G(x) + V(x - x^*)\| \leq \frac{\|x - x^*\|}{2M}, \quad (5.18)
$$

Let $N_0 = x^* + \delta \mathbb{R}^n$ and let $x^{(0)} \in N_0 \cap (x^* + P)$. We shall prove by mathematical induction that $\{x^{(k)}\}_{k=1}^{\infty} \subseteq (x^* + \delta \mathbb{R}^n) \cap (x^* + P)$. To see this, we first note that

$$
x^{(1)} = x^{(0)} - V_0^T(V_0V_0^T)^{-1}G(x^{(0)})
$$

where $V^{(0)} \in JC\{G(x^*)\}$. Note that $x^{(0)} \in N_0 \subseteq N$, and so, $R(V_0^T(0V_0^T)^{-1}) = P$. This together with $x^{(0)} - x^* \in P$ implies that

$$
x^{(1)} \in x^* + P.
$$

Moreover, as $x^{(0)} - x^* \in P = R(V_0^T(0V_0^T)^{-1})$, there exist $a_0$ such that $x^{(0)} - x^* = V_0^T(0V_0^T)^{-1}a_0$. It follows that

$$
V_0^T(V_0V_0^T)^{-1}V_0(x^{(0)} - x^*) = V_0^T(V_0V_0^T)^{-1}V_0(0V_0^T)^{-1}a_0 = V_0^T(0V_0^T)^{-1}a_0 = x^{(0)} - x^*.
$$

So, we have

$$
x^{(1)} - x^* = x^{(0)} - x^* - V_0^T(V_0V_0^T)^{-1}G(x^{(0)})
$$

$$
= V_0^T(V_0V_0^T)^{-1}V_0(x^{(0)} - x^*) - V_0^T(V_0V_0^T)^{-1}G(x^{(0)})
$$

$$
= V_0^T(V_0V_0^T)^{-1}(V_0(x^{(0)} - x^*) - G(x^{(0)}))
$$

$$
= V_0^T(V_0V_0^T)^{-1}(G(x^*) - G(x^{(0)}) + V_0(x^{(0)} - x^*))
$$

This together with (5.18) implies that

$$
\|x^{(1)} - x^*\| \leq \|V_0^T(V_0V_0^T)^{-1}\| \cdot \|G(x^*) - G(x^{(0)}) + V_0(x^{(0)} - x^*)\|
$$

$$
\leq M \frac{\|x^{(0)} - x^*\|}{2M}
$$

So, $x^{(1)} \in (x^* + P) \cap (x^* + \frac{\delta}{2} \mathbb{R}^n)$ and hence the claim is true for $k = 1$. Now, suppose the case is true when $k = s$ and consider the case when $k = s + 1$. Using the same method of proof, one can easily see that the claim is also true for $k = s + 1$. Therefore, we have $\{x^{(k)}\}_{k=1}^{\infty} \subseteq (x^* + P) \cap (x^* + \frac{k}{2} \mathbb{R}^n)$. In particular, we have $x^{(k)} \rightarrow x^*$. Now, fix an arbitrary $k \in \mathbb{N}$. As $x^{(k)} - x^* \in P = R(V_k^T(V_kV_k^T)^{-1})$, there exists $a_k$ such that $x^{(k)} - x^* = V_k^T(V_kV_k^T)^{-1}a_k$. It follows that

$$
V_k^T(V_kV_k^T)^{-1}V_k(x^{(k)} - x^*) = V_k^T(V_kV_k^T)^{-1}V_kV_k^T(V_kV_k^T)^{-1}a_k = V_k^T(V_kV_k^T)^{-1}a_k = x^{(k)} - x^*.
$$

So, from the algorithm, we have

$$
x^{(k+1)} - x^* = x^{(k)} - x^* - V_k^T(V_kV_k^T)^{-1}G(x^{(k)})
$$

$$
= V_k^T(V_kV_k^T)^{-1}V_k(x^{(k)} - x^*) - V_k^T(V_kV_k^T)^{-1}G(x^{(k)})
$$

$$
= V_k^T(V_kV_k^T)^{-1}(V_k(x^{(k)} - x^*) - G(x^{(k)}))
$$

$$
= V_k^T(V_kV_k^T)^{-1}(G(x^*) - G(x^{(k)}) + V_k(x^{(k)} - x^*)).
$$
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Note that $\|V_k^T(V_kV_k^T)\|_k \leq M$ for all $k \in \mathbb{N}$ (as $V_k \in J_C G(x^{(k)})$, $x^{(k)} \in x^* + \frac{\delta}{2} \mathbb{B}_R \subseteq N$ and (5.18)). As $G$ is semismooth at $x^*$, it follows that
\[
\frac{\|x^{(k+1)} - x^*\|}{\|x^{(k)} - x^*\|} \leq \frac{\|V_k^T(V_kV_k^T)^{-1}\| \cdot \|G(x^*) - G(x^{(k)}) + V_k(x^{(k)} - x^*)\|}{\|x^{(k)} - x^*\|} \to 0.
\]

[Proof of (b)] The proof of part (b) is similar to the proof of part (a). \qed

From the preceding theorem, we see that, to solve a underdetermined equation $G(x) = 0$ where $G : \mathbb{R}^m \to \mathbb{R}^l$ with $m \geq l$, an initial point need to be chosen in the intersection of the neighbourhood $N_0$ and a $l$-dimensional vector space $x^* + P$. In particular, if $m = l$, this reduces to the following classical local convergence result.

**Corollary 5.1.** (cf [31]) Consider a nonsmooth equation $G(x) = 0$ where $G : \mathbb{R}^m \to \mathbb{R}^m$. Let $x^*$ be a CD-regular solution.

(a) If $G$ is semismooth at $x^*$, then there exists a neighbourhood $N_0$ of $x^*$ such that Algorithm-0 is well defined for any initial point $x^{(0)} \in N_0$ and Algorithm-0 either terminates in finitely many iterations or generates a sequence $\{x^{(k)}\}$ such that $x^{(k)}$ converges to $x^*$ Q-superlinearly, i.e.,
\[
\lim_{k \to \infty} \frac{\|x^{(k+1)} - x^*\|}{\|x^{(k)} - x^*\|} = 0.
\]

(b) If we further assume that $G$ is $\rho$th-order semismooth with $\rho \in (0, 1]$. Then, Algorithm-0 either terminates in finitely many iterations or generates a sequence $\{x^{(k)}\}$ such that $x^{(k)}$ converges to $x^*$ with order $(1 + \rho)$, i.e.,
\[
\lim_{k \to \infty} \frac{\|x^{(k+1)} - x^*\|}{\|x^{(k)} - x^*\|^{1+\rho}} < +\infty.
\]

**Proof.** Let $l = m$. Note that $x^*$ is CD-regular implies $x^*$ is regular with regular space $P = \mathbb{R}^m$. Thus, the conclusion immediately follows from the preceding theorem. \qed

Let $F$ be the vector valued function defined as in (5.17). Now, we state a nonsmooth Newton method for solving the space tensor conic linear problem (STCLP):

**Algorithm-1**

**Step 0.** Choose $(y^{(0)}, \lambda^{(0)}) \in \mathbb{R}^n \times S(4, 3)$. Compute $z^{(0)} = L^{-1}(\lambda^{(0)})$ and let $x^{(0)} = (y^{(0)}, z^{(0)})$. If $F(x^{(0)}) \neq 0$, then set $k := 0$. Otherwise, output $(y^{(0)}, \lambda^{(0)})$.

**Step 1.** Compute a $V_k \in \mathbb{R}^{(n+2) \times (n+15)}$ such that $V_k \in J_C F(x^{(k)})$. \footnote{For a 4th-order 3-dimensional tensor, one can efficiently find an eigenvector associated with its maximum eigenvalue (e.g. see [36]), and so, one can also efficiently compute a member of the (Clarke) generalized Hessian $J_C F(x^{(k)}) \subseteq \mathbb{R}^{(n+2) \times (n+15)}$.}

**Step 2.** Let $x^{(k+1)} = x^{(k)} + \Delta x^{(k)}$ where $\Delta x^{(k)} = -(V_k^TV_k)^{-1}V_k^TF(x^{(k)})$.

**Step 3.** If $F(x^{(k+1)}) \neq 0$, then replace $k$ by $k + 1$ and go back to Step 1. Otherwise, let $x^{(k+1)} = (y^{(k+1)}, z^{(k+1)}) \in \mathbb{R}^n \times \mathbb{R}^{15}$ and output $(y^{(k+1)}, L^{-1}(z^{(k+1)})) \in \mathbb{R}^n \times S(4, 3)$.

Below, we present the local convergence result of our Algorithm-1:
Theorem 5.2. Let \((y^*, X^*) \in \mathbb{R}^n \times S(4,3)\) be a solution of the KKT system of (STCLP). Let \(x^* = (y^*, L^{-1}(X^*)) \in \mathbb{R}^n \times \mathbb{R}^{15}\). Let \(x^*\) be a regular solution and let \(P\) be the regular space associated with \(x^*\). Then there exists a neighbourhood \(N\) of \(x^*\) such that the Algorithm-1 is well defined for any initial point \(x(0) \in N \cap (x^* + P)\) and Algorithm-1 either terminates in finitely many iterations or generates a sequence \(\{x^{(k)}\}\) such that \(x^{(k)}\) converges to \(x^*\) with order \(1 + \rho\) for some \(\rho > 0\), i.e.,
\[
\lim_{k \to \infty} \frac{\|x^{(k+1)} - x^*\|}{\|x^{(k)} - x^*\|^{1+\rho}} < +\infty.
\] (5.19)
Moreover, let \(A = -A_0 - \sum_{i=1}^n y_i^* A_i\). If we further assume that the following conditions hold:

(i) the geometric multiplicity of \(\lambda_1(A)\) and \(\lambda_1(-X^*)\) both equals one;

(ii) for any eigenvector \(u\) associated with \(\lambda_1(A)\), we have
\[
Au^{m-2} - \lambda_1(A) \text{diag}(u_1^{m-2}, \ldots, u_n^{m-2}) < 0 \quad \text{on} \quad C_u = \{h \in \mathbb{R}^n : h^T u^{[m-1]} = 0\};
\]

(iii) for any eigenvector \(v\) associated with \(\lambda_1(-X^*)\)
\[
(-X^*)v^{m-2} - \lambda_1(-X^*) \text{diag}(v_1^{m-2}, \ldots, v_n^{m-2}) < 0 \quad \text{on} \quad C_v = \{h \in \mathbb{R}^n : h^T v^{[m-1]} = 0\},
\]
then Algorithm-1 either terminates in finitely many iterations or generates a sequence \(\{x^{(k)}\}\) such that \(x^{(k)}\) converges to \(x^*\) with order \(2\) (\(Q\)-quadratically), i.e.,
\[
\lim_{k \to \infty} \frac{\|x^{(k+1)} - x^*\|}{\|x^{(k)} - x^*\|^2} < +\infty.
\]

Proof. Clearly, \(F\) is locally Lipschitz. Moreover, we note that \((a, b) \mapsto \max\{a, b\}\) is strongly semismooth, any continuous differentiable function with locally Lipschitz gradient is strongly semismooth and composition of \((\rho\text{-order})\) semismooth function is still \((\rho\text{-order})\) semismooth. Then, Theorem 4.2(1) implies that \(\lambda(X) \mapsto \lambda_1(X)\) is a \(\rho\text{-order\-semismooth}\) function for some \(\rho > 0\). It follows that \(F\) is a vector valued function where each of its coordinate is a \(\rho\text{-order\-semismooth}\) function. Thus, \(F\) is also \(\rho\text{-order\-semismooth}\), and so, Theorem 5.1 (b) gives us that
\[
\lim_{k \to \infty} \frac{\|x^{(k+1)} - x^*\|}{\|x^{(k)} - x^*\|^{1+\rho}} < +\infty.
\]

Now, let us assume that the conditions (i), (ii) and (iii) hold. Then, Theorem 4.2(2) implies that the maximum eigenvalue function \(\lambda_1\) is strongly semismooth at \(A := -A_0 - \sum_{i=1}^n y_i^* A_i\) and at \(-X^*\). Since the composition function of two strongly semismooth functions is still strongly semismooth, we see that \(F\) is a strongly semismooth function. So, the conclusion follows from Theorem 5.1 (b) with \(\rho = 1\). \(\square\)

6 Conclusion and Remarks

In this paper, we examined the maximum eigenvalue function of an even order real symmetric tensor. Using the variational analysis techniques, we showed that the maximum eigenvalue function is continuous and convex. We also showed that, for an \(m\text{-th\-order \(n\)-dimensional tensor} A\), the maximum eigenvalue function is always \(\rho\text{-th\-order semismooth}\) for some \(\rho > 0\). Sufficient condition ensuring the strong semismoothness of the maximum eigenvalue function was also provided. As an application, we proposed a generalized Newton method for solving a space tensor conic linear programming problem which arises in medical imaging area, and established the local convergence rate of this method.

Below, we present a few open questions and remarks:
(a) Let $\rho = \frac{1}{(2m-1)^n}$. We achieve the $\rho$th-order semismoothness of $\lambda_1$ at a given tensor $A$ by assuming the geometric multiplicity of the maximum eigenvalue is one at $A$. Is the $\rho$th-order semismoothness conclusion still true without assuming this condition?

(b) We only establish a local convergence result of our nonsmooth Newton method. How to globalize the nonsmooth Newton method is still an open question. Moreover, it would be interesting to see the numerical performance of our nonsmooth Newton algorithm in solving the space tensor problem.

(c) Existing literature on matrix eigenvalue problem suggests that it is important to study the projection mapping onto the positive semidefinite matrix cone (or equivalently the negative semidefinite matrix cone). What can we say about the projection mapping onto the negative semidefinite tensor cone $\mathcal{C}(4,3)$? Is it semismooth? Can we establish the subdifferential formula for this mapping? These properties are crucial for developing further efficient algorithms for solving the space tensor conic linear problems.

These will be our future research topics and will be examined in a forthcoming paper.
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