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Abstract
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1 Introduction

This paper deals with the nonconvex polynomial optimization model problem over box or bivalent constraints:

\[
(P_M) \quad \min_{x \in \mathbb{R}^n} f(x) \\
\text{s.t.} \quad x_i \in [-1, 1], \ i = 1, \ldots, l, \\
\quad x_i \in \{-1, 1\}, \ i = l + 1, \ldots, n.
\]

where \( f \) is a polynomial on \( \mathbb{R}^n \). This model \( (P_M) \) covers a wide range of problems, including quadratic problems with box or binary constraint such as the max cut problem [5] and it arises in many areas of applications, including financial modelling and signal processing [19]. Over the years, a great deal of attention has been focussed on establishing global optimality conditions for quadratic optimization problems with box or bivalent constraint [2, 6, 11, 14, 7, 20]. However, the development of optimality conditions for identifying global minimizers of polynomial problems have so far been limited mainly to special classes of polynomial problems (see [8, 15, 22, 23]). For related work on polynomial optimization problems, see [9, 10, 12, 13, 18].

In this paper we make the following contributions to polynomial optimization over box or bivalent constraints:

First, by establishing a complete characterization of global optimality of a separable polynomial over box as well as bivalent constraints and employing a separable polynomial relaxation, we derive necessary conditions for global optimality of general polynomial problems over box or bivalent constraints. The significance of our optimality condition is that they not only extend the corresponding optimality conditions for quadratic optimization problems but also can easily be numerically checked by solving semi-definite programming problems.

Secondly, using separable polynomial under-estimators, we then present sufficient conditions for global optimality for classes of polynomial optimization problems over box or bivalent constraints. We also show how the sum of squares convex (SOS-convex) polynomials can be used to construct separable polynomial under-estimators. Consequently, we obtain sufficient global optimality conditions for the sum of separable polynomial and SOS convex polynomials over box constraints. We see that our sufficient conditions and necessary conditions coincide in the case of separable polynomial problems \( (P_M) \). The versatility of our optimality conditions are illustrated by simple numerical examples.

The layout of the paper is as follows. In Section 2, we present a simple complete characterization of global minimizers of \( (P_M) \) for separable polynomial problems over box or bivalent constraints. In Section 3, we apply the characterization to obtain necessary optimality conditions for general polynomial problems \( (P_M) \). In Section 4, by employing separable under-estimators, we establish sufficient global optimality conditions for classes
of polynomial problems \((P_M)\) beyond the quadratic optimization over box or bivalent constraints.

## 2 Separability and Checkable Characterizations of Optimality

In this Section, we provide a complete characterization of global optimality for polynomial optimization problems over box or bivalent constraints.

We begin by fixing notation and preliminaries that will be used later in the paper. As usual, we denote the Euclidean space with dimension \(n\) by \(\mathbb{R}^n\). The inner product in \(\mathbb{R}^n\) is defined by \(\langle x, y \rangle := x^T y\) for all \(x, y \in \mathbb{R}^n\). For a set \(C\) in \(\mathbb{R}^n\), the convex hull of \(C\) is denoted by \(\text{co} C\). The set of all \((n \times n)\) symmetric matrices is denoted by \(S^n\). For a symmetric matrix, \(Q \in S^n\), \(Q \succeq 0\) (resp. \(Q \preceq 0\)) means that the matrix \(Q\) is positive (resp. negative) semi-definite.

We denote the real polynomial ring on \(\mathbb{R}^n\) by \(\mathbb{R}[x]\) where \(x = (x_1, \ldots, x_n)\). The set of all natural numbers is denoted by \(\mathbb{N}\). A function \(f : \mathbb{R}^n \to \mathbb{R}\) is a separable polynomial if \(f(x) = \sum_{i=1}^{n} f_i(x_i)\), where \(x = (x_1, \ldots, x_n)\) and each \(f_i\) is a polynomial on \(\mathbb{R}\). The set of all the separable polynomial functions with degree at most \(d\) on \(\mathbb{R}^n\) is denoted by \(S_d := \{f \in \mathbb{R}[x] : f(x) = \sum_{i=1}^{n} \sum_{j=0}^{d} f_{ij} x_i^j, \ x = (x_1, \ldots, x_n)\}\).

Recall that a real polynomial \(f\) is called a sum of squares polynomial if there exist \(r \in \mathbb{N}\) and real polynomials \(f_j, j = 1, \ldots, r\), such that \(f = \sum_{j=1}^{r} f_j^2\). The set of all sum of squares real polynomial is denoted by \(\Sigma^2\). Moreover, the set of all sum of squares real polynomial with degree at most \(d\) is denoted by \(\Sigma_d^2\). An important property of the sum of squares polynomials is that checking a polynomial is sum of squares or not, is equivalent to solving a semidefinite linear programming problem [21].

Consider the polynomial optimization problem over box or bivalent constraints:

\[
(P_M) \quad \min_{x \in \mathbb{R}^n} f(x) \\
\text{s.t.} \quad x_i \in [-1, 1], \ i = 1, \ldots, l, \\
x_i \in \{-1, 1\}, \ i = l + 1, \ldots, n.
\]

The feasible set of \((P_M)\) is denoted by \(F\) and is given by \(F = \{x \in \mathbb{R}^n : x_i \in [-1, 1], i = 1, \ldots, l, x_i \in \{-1, 1\}, i = l + 1, \ldots, n\}\).

We first derive a complete characterization of global optimality of \((P_M)\) whenever \(f\) is a separable polynomial. This characterization plays an important role in our derivation of sufficient, and necessary global optimality conditions for a general polynomial minimization problem.
Theorem 2.1. (Global optimality characterization) For \((P_M)\), let \(f\) be a separable polynomial with degree \(d\), i.e., \(f(x) = \sum_{i=1}^{n} \sum_{j=0}^{d} f_{ij} x_i^j\), for all \(x = (x_1, \ldots, x_n)\). Let \(F\) be the feasible set of \((P_M)\) and let \(\bar{x} = (\bar{x}_1, \ldots, \bar{x}_n) \in F\). Then, \(\bar{x}\) is a global minimizer of \((P_M)\) if and only if

\[
\begin{align*}
\sum_{j=0}^{d} f_{ij} (-1 + x_i^2)^j (1 + x_i^2)^{d-j} - (1 + x_i^2)^d \sum_{j=0}^{d} f_{ij} \bar{x}_i^j \in \Sigma_2^d, & \quad i = 1, \ldots, l, \\
\bar{x}_i \cdot (\sum_{j \text{ is odd}} f_{ij}) \leq 0 & \quad i = l + 1, \ldots, n,
\end{align*}
\]

where \(\Sigma_2^d\) denotes the set consisting of all the sum of squares polynomials with degree at most \(2d\).

Proof. Let \(f \in S_d\) be such that \(f(x) \geq f(\bar{x})\), \(\forall x \in F\). This means that \(f(x) = \sum_{i=1}^{n} \sum_{j=0}^{d} f_{ij} x_i^j\) and

\[
f(x) - f(\bar{x}) = \sum_{i=1}^{n} \sum_{j=0}^{d} f_{ij} (x_i^j - \bar{x}_i^j) = \sum_{i=1}^{n} \left( \sum_{j=0}^{d} f_{ij} (x_i^j - \bar{x}_i^j) \right),
\]

where \(f_{ij} \in \mathbb{R}\) and \(x = (x_1, \ldots, x_n)\). Define \(F_i \subseteq \mathbb{R}, i = 1, \ldots, n\), by \(F_i = [-1, 1]\) for all \(i = 1, \ldots, l\) and \(F_i = \{-1, 1\}\) for all \(i = l + 1, \ldots, n\). We now show that \(\bar{x}\) is a global minimizer of \((P_M)\) if and only if for all \(i = 1, \ldots, n\) and for all \(x_i \in F_i\),

\[
\sum_{j=0}^{d} f_{ij} x_i^j - \sum_{j=0}^{d} f_{ij} \bar{x}_i^j = \sum_{j=0}^{d} f_{ij} (x_i^j - \bar{x}_i^j) \geq 0.
\]

To see this, we note that

\[
\inf_{x \in F} \{ f(x) - f(\bar{x}) \} = \inf_{x \in F} \left\{ \sum_{i=1}^{n} \left( \sum_{j=0}^{d} f_{ij} (x_i^j - \bar{x}_i^j) \right) \right\} = \sum_{i=1}^{n} \inf_{x_i \in F_i} \left( \sum_{j=0}^{d} f_{ij} (x_i^j - \bar{x}_i^j) \right).
\]

As \(\bar{x}_i \in F_i\), \(\inf_{x_i \in F_i} \left( \sum_{j=0}^{d} f_{ij} (x_i^j - \bar{x}_i^j) \right) \leq 0\) for each \(i = 1, \ldots, n\), and so, \(\bar{x}\) is a global minimizer of \((P_M)\) if and only

\[
\inf_{x_i \in F_i} \left( \sum_{j=0}^{d} f_{ij} (x_i^j - \bar{x}_i^j) \right) = 0, \quad i = 1, \ldots, n,
\]

which is, further equivalent to the condition that, for all \(i = 1, \ldots, n\) and for all \(x_i \in F_i\), \(g_i(x_i) \geq 0\), where \(g_i : \mathbb{R} \to \mathbb{R}\) is a polynomial in one variable and is defined by

\[
g_i(x_i) := \sum_{j=0}^{d} f_{ij} x_i^j - \sum_{j=0}^{d} f_{ij} \bar{x}_i^j = \sum_{j=0}^{d} f_{ij} (x_i^j - \bar{x}_i^j).
\]
To finish the proof, it suffices to show that, for each \( i = 1, \ldots, l \),

\[
g_i(x_i) \geq 0 \text{ for all } x_i \in [-1, 1] \iff \sum_{j=0}^{d} f_{ij}(-1 + x_i^2)^j(1 + x_i^2)^{d-j} - (1 + x_i^2)^d \sum_{j=0}^{d} f_{ij} x_i^j \in \Sigma_{2d}^2.
\]  

(2.1)

and, for each \( i = l + 1, \ldots, n \),

\[
g_i(x_i) \geq 0 \text{ for all } x_i \in \{-1, 1\} \iff  \bar{x}_i \cdot \left( \sum_{j \text{ is odd}} f_{ij}\right) \leq 0.
\]

(2.2)

To see (2.1), for each \( i \in \{1, \ldots, l\} \), define

\[
h_i(x_i) := (1 + x_i^2)^d g_i\left(\frac{-1 + x_i^2}{1 + x_i^2}\right)
\]

\[
= \sum_{j=0}^{d} f_{ij}(-1 + x_i^2)^j(1 + x_i^2)^{d-j} - (1 + x_i^2)^d \sum_{j=0}^{d} f_{ij} x_i^j.
\]

So, each \( h_i \) is a real polynomial on \( \mathbb{R} \) with degree at most \( 2d \). As \( y \mapsto \frac{-1 + y^2}{1 + y^2} \) is a surjection from \( \mathbb{R} \) to \([−1, 1)\), we obtain that (e.g. see [3]),

\[
g_i(x_i) \geq 0 \text{ for all } x_i \in [-1, 1] \iff g_i(x_i) \geq 0 \text{ for all } x_i \in [-1, 1) \\
\quad \iff g_i\left(\frac{-1 + x_i^2}{1 + x_i^2}\right) \geq 0 \text{ for all } x_i \in \mathbb{R} \\
\quad \iff h_i(x_i) \geq 0 \text{ for all } x_i \in \mathbb{R},
\]

where the first equivalence follows by the continuity of \( g_i \). Note that a one variable polynomial is nonnegative if and only if it is a sum of squares polynomial (e.g. see [15]). So,

\[
g_i(x_i) \geq 0 \text{ for all } x_i \in [-1, 1] \iff h_i(x_i) \in \Sigma_{2d}^2,
\]

where \( \Sigma_{2d}^2 \) denotes all the sum of squares polynomials with degree at most \( 2d \). Thus, (2.1) follows.

To see (2.2), fix \( i \in \{l + 1, \ldots, n\} \). Note that, for any \( a, b \in \{-1, 1\} \) and \( q \in \mathbb{N} \),

\[
a^q - b^q = \begin{cases} 
  a - b, & \text{if } q \text{ is odd}, \\
  0, & \text{if } q \text{ is even}.
\end{cases}
\]

This means that for all \( x_i \in \{-1, 1\} \)

\[
g_i(x_i) = \sum_{j=1}^{d} f_{ij}(x_i^j - \bar{x}_i^j) = \sum_{j \text{ is odd}} f_{ij}(x_i - \bar{x}_i). 
\]

(2.3)

Now, consider the following two cases:
Case 1. $\pi_i = -1$. Then, $g_i(x_i) \geq 0$ for all $x_i \in \{-1, 1\}$, is equivalent to $\sum_{j \text{ is odd}} f_{ij} \geq 0$ which can be rewritten as

$$\pi_i \cdot \left( \sum_{j \text{ is odd}} f_{ij} \right) = -\sum_{j \text{ is odd}} f_{ij} \leq 0.$$ 

Case 2. $\pi_i = 1$. Then, $g_i(x_i) \geq 0$ for all $x_i \in \{-1, 1\}$, is equivalent to $\sum_{j \text{ is odd}} f_{ij} \leq 0$ which can be rewritten as

$$\pi_i \cdot \left( \sum_{j \text{ is odd}} f_{ij} \right) = \sum_{j \text{ is odd}} f_{ij} \leq 0.$$ 

Thus (2.2) holds, and so, the conclusion follows.

Below, we show that the global optimality condition in Theorem 2.1 can be verified by solving $l$ many semidefinite programming problems and verifying $n - l$ many simple inequalities.

**Remark 2.1. (Semidefinite Programming Reformulation of the Global Optimality Condition)** The above optimality condition can be equivalently rewritten as $l$ many semidefinite programming problems and $n - l$ many simple inequalities, and so, can be efficiently verified in polynomial time (for example by interior point method). To see this, note that for any one variable polynomial $h(x)$ with degree at most $2d$,

$$h \in \Sigma_{2d}^2 \iff \exists A \in S_{+}^{d+1}, \text{ s.t. } h(x) = (x^{[d]} \cdot T A x^{[d]}, x^{[d]} = (1, x, x^2, \ldots, x^d)^T,$$

where $S_{+}^{d+1}$ denotes the set consisting of all positive semidefinite $(d + 1) \times (d + 1)$ matrices. So, for each fixed $i = 1, \ldots, l$, $\sum_{j=0}^{d} f_{ij}(-1 + x_i^2)^j(1 + x_i^2)^{d-j} - (1 + x_i^2)^{d} \sum_{j=0}^{d} f_{ij}x_i^j \in \Sigma_{2d}^2$ is equivalent to the existence of $A^i = (A^i_{\alpha\beta})_{\alpha,\beta = 0,1,\ldots,d} \in S_{+}^{d+1}$ such that

$$\sum_{j=0}^{d} f_{ij}(-1 + x_i^2)^j(1 + x_i^2)^{d-j} - (1 + x_i^2)^{d} \sum_{j=0}^{d} f_{ij}x_i^j = (x_i^{[d]} \cdot T A x_i^{[d]}, x_i^{[d]} = (1, x_i, x_i^2, \ldots, x_i^d)^T).$$

By comparing the coefficients and noting that

$$\sum_{j=0}^{d} f_{ij}(-1 + x_i^2)^j(1 + x_i^2)^{d-j} - (1 + x_i^2)^{d} \sum_{j=0}^{d} f_{ij}x_i^j = \sum_{j=0}^{d} f_{ij} \sum_{m=0}^{j} C_j^m (-1)^{j-m} x_i^{2m} \sum_{l=0}^{d-j} C_{d-j}^l x_i^{2l}$$

$$= \sum_{p=0}^{d} x_i^{2p} \left( \sum_{m=0}^{d} \sum_{j=m}^{d} f_{ij} C_p^{d-m-j} C_j^m (-1)^{j-m} \right),$$

where the binomial coefficient $C_j^m$ is the number of ways of picking $\beta$-unordered outcomes from $\alpha$-possibilities, and

$$(1 + x_i^2)^d \sum_{j=0}^{d} f_{ij} x_i^j = \sum_{p=0}^{d} x_i^{2p} (C_d^p \sum_{j=0}^{d} f_{ij} x_i^j),$$

6
we see that the above optimality condition is equivalent to checking simple inequalities
\[ x_i \sum_{j \text{ is odd}} f_{ij} \leq 0, \quad i = l+1, \ldots, n, \]
and solving the following semidefinite programming problems: find \( A^i \in S_+^{d+1}, \quad i = 1, \ldots, l, \) with \( A^i = (A_{i,\alpha,\beta})_{\alpha,\beta=0,1,\ldots,d} \) such that

\[
\left\{ \begin{array}{l}
A_{i,0} - \sum_{j=0}^{d} f_{ij} (-1)^j + \sum_{j=0}^{d} f_{ij} x_i^j = 0, \\
\sum_{\alpha+\beta=2p-1} A_{i,\alpha,\beta} = 0, \quad p = 1, \ldots, d, \\
\sum_{\alpha+\beta=2p} A_{i,\alpha,\beta} = (\sum_{m=0}^{p} \sum_{j=m}^{d+m-p} f_{ij} C_{d-j}^p C_j^m (-1)^{j-m}) - C_d^p \sum_{j=0}^{d} f_{ij} x_1^j, \quad p = 1, \ldots, d.
\end{array} \right.
\]

As a corollary, we obtain the first and second-order optimality condition characterizing global optimality of a separable quadratic function. This was first given in [11].

Corollary 2.1. (Separable Quadratic Optimization) Let \( f \) be a separable quadratic function, i.e., \( f(x) = \frac{1}{2} \sum_{i=1}^{n} a_i x_i^2 + \sum_{i=1}^{n} b_i x_i + \gamma, \) for all \( x = (x_1, \ldots, x_n). \) Let \( F = \{ x \in \mathbb{R}^n: x_i \in [-1, 1], i = 1, \ldots, l, x_i \in \{-1, 1\}, i = l+1, \ldots, n \} \) and let \( \bar{x} = (\bar{x}_1, \ldots, \bar{x}_n) \in F. \) Then, \( \bar{x} \) is a global optimizer of (\( P_M \)) if and only if, for each \( i = 1, \ldots, l, \)

\[ \bar{x}_i (b_i + a_i \bar{x}_i) - \min \{0, a_i\} \leq 0, \]

where \( \bar{x}_i \) is defined as

\[ \bar{x}_i = \begin{cases} 
-1 & \text{if } \bar{x}_i = -1, \\
1 & \text{if } \bar{x}_i = 1, \\
1 \quad b_i + a_i \bar{x}_i & \text{if } \bar{x}_i \in (-1, 1), 
\end{cases} \]

and, for each \( i = l+1, \ldots, n, \) \( b_i \bar{x}_i \leq 0. \)

Proof. Letting \( d = 2 \) in Theorem 2.1, we see that the global optimality condition reads: for each \( i = 1, \ldots, l, \)

\[ \left( \frac{1}{2} a_i (-1 + x_i^2)^2 + b_i (-1 + x_i^2)(1 + x_i^2) \right) - \left( 1 + x_i^2 \right)^2 \left( \frac{1}{2} a_i \bar{x}_i^2 + b_i \bar{x}_i \right) \in \Sigma_4, \] (2.4)

and for each \( i = l+1, \ldots, n, \) \( b_i \bar{x}_i \leq 0. \) Thus, to finish the proof, it suffices to show that (2.4) is equivalent to \( \bar{x}_i (b_i + a_i \bar{x}_i) - \min \{0, a_i\} \leq 0 \) for all \( i = 1, \ldots, l. \) To see this, we now split the discussion into three cases: Case 1, \( \bar{x}_i = 1; \) Case 2, \( \bar{x}_i = -1; \) Case 3, \( \bar{x}_i \in (-1, 1). \)

Suppose that Case 1 holds. Then, (2.4) collapses to \(-2a_i x_i^2 - 2b_i (1 + x_i^2) \in \Sigma_4^2. \) This means \( b_i \leq 0 \) and \( a_i + b_i \leq 0 \) which is, in turn equivalent to

\[ b_i \leq \min \{0, -a_i\} = -\max \{0, a_i\} = -a_i + \min \{0, a_i\}. \]

So, \( (b_i + a_i) - \min \{0, a_i\} \leq 0 \) and hence, the conclusion follows in this case.
Suppose that Case 2 holds. Then, (2.4) collapses to
\[ 2x_i^2 - a_i + b_i(1 + x_i^2) = -2a_i x_i^2 + 2b_i x_i^2 (1 + x_i^2) \in \Sigma_i. \]
This is equivalent to \(-a_i + b_i(1 + x_i^2) \geq 0\), which is, in turn equivalent to \(b_i \geq 0\) and \(a_i - b_i \leq 0\). Similarly, this can be equivalently rewritten as \(-(b_i - a_i) - \min\{0, a_i\} \leq 0\) and hence, the conclusion follows in this case.

Suppose that Case 3 holds. Note that (2.4) is equivalent to
\[
\frac{1}{2} a_i \left( -\frac{1 + x_i^2}{1 + x_i^2} \right)^2 + b_i \left( 1 + x_i^2 \right) - \frac{1}{2} a_i \bar{x}_i^2 + b_i \bar{x}_i \geq 0 \text{ for all } x_i \in \mathbb{R}.
\]
As \(x_i \mapsto \frac{-1 + x_i^2}{1 + x_i^2}\) maps \(\mathbb{R}\) onto \([-1, 1]\), by the continuity, we see that
\[
\frac{1}{2} a_i z^2 + b_i z - \frac{1}{2} a_i \bar{x}_i^2 + b_i \bar{x}_i \geq 0 \text{ for all } z \in [-1, 1].
\]
Since \(\bar{x}_i \in (-1, 1)\), we see that \(a_i \geq 0\) and \(a_i \bar{x}_i + b_i = 0\). This can be equivalently rewritten as \((b_i + a_i \bar{x}_i)^2 - \min\{0, a_i\} \leq 0\), and hence, the conclusion also follows in this case. \(\square\)

3 Necessary Global Optimality Conditions

In this section, using a separable polynomial relaxation, we obtain a necessary global optimality condition for general polynomial optimization problems over box or bivalent constraints.

Theorem 3.1. (Necessary Global Optimality) For problem \((P_M)\), let \(f\) be a polynomial with degree \(d \in \mathbb{N}\), defined by
\[
f(x) = \sum_{0 \leq \sum_{k=1}^l a_k \leq d} f_{a_1 a_2 \ldots a_n} x_1^{a_1} x_2^{a_2} \ldots x_n^{a_n}, \quad x = (x_1, \ldots, x_n).
\]
If \(\bar{x}\) is a global minimizer of \((P_M)\), then,

\[
[NC] \begin{cases} 
\sum_{j=0}^d \tilde{f}_{ij} (-1 + x_i^2)^j (1 + x_i^2)^{d-j} - (1 + x_i^2)^d \sum_{j=0}^d \tilde{f}_{ij} \bar{x}_i^j \in \Sigma_i^d, & i = 1, \ldots, l, \\
\bar{x}_i \cdot \left( \sum_{j \text{ is odd}} \tilde{f}_{ij} \right) \leq 0 & i = l + 1, \ldots, n,
\end{cases}
\]

where \(\tilde{f}_{ij}, j = 0, 1, \ldots, d\) are defined by \(\tilde{f}_{ij} = \sum_{0 \leq \sum_{k=1}^l a_k \leq d, a_i = j} f_{a_1 \ldots a_n} \prod_{l \neq i} \bar{x}_i^{a_l}\).

Proof. Let \(\bar{x}\) be a global minimizer of \((P_M)\). For each \(i = 1, \ldots, n\), define \(\tilde{f}_i : \mathbb{R} \rightarrow \mathbb{R}\) and \(\tilde{f} : \mathbb{R}^n \rightarrow \mathbb{R}\) by
\[
\tilde{f}_i(x_i) = f(\bar{x}_1, \ldots, \bar{x}_{i-1}, x_i, \bar{x}_{i+1}, \ldots, \bar{x}_n) = \sum_{0 \leq \sum_{k=1}^l a_k \leq d} f_{a_1 \ldots a_n} (x_i^{a_i} \prod_{l \neq i} \bar{x}_l^{a_l})
\]
and \( \tilde{f}(x) = \sum_{i=1}^{n} \tilde{f}_i(x_i) = \sum_{i=1}^{n} \sum_{j=0}^{d} \tilde{f}_{ij} x_i^j \), where, for each \( i = 1, \ldots, n \) and \( j = 0, \ldots, d \),

\[
\tilde{f}_{ij} = \sum_{0 \leq \sum_{k=1}^{n} \alpha_k \leq d, \alpha_i = j} f_{\alpha_1, \ldots, \alpha_n} \prod_{l \neq i} x_l^{\alpha_l}.
\]

Then, \( \overline{x} \) is a global minimizer of the following separable polynomial optimization problem:

\[
(P_M) \quad \min \quad \tilde{f}(x) \\
\text{s.t.} \quad x \in F,
\]

where \( F = \{ x \in \mathbb{R}^n : x_i \in [-1, 1], i = 1, \ldots, l, x_i \in \{-1, 1\}, i = l + 1, \ldots, n \}. \) (Otherwise, there exists \( a \in F \) such that \( \tilde{f}(a) < \tilde{f}(\overline{x}) \). Then, there exists \( i_0 \in \{1, \ldots, n\} \) such that \( \tilde{f}_{i_0}(a_{i_0}) < \tilde{f}_{i_0}(\overline{x}_{i_0}) = f(\overline{x}) \). Thus,

\[
f(\overline{x}, \ldots, \overline{x}_{i_0-1}, a_{i_0}, \overline{x}_{i_0+1}, \ldots, \overline{x}_n) < f(\overline{x}),
\]

which is impossible.) Hence, the conclusion follows by applying Theorem 2.1. \( \square \)

**Corollary 3.1. (Polynomial Optimization with Box Constraints)** For problem \( (P_M) \) with \( l = n \), let \( f \) be a polynomial with degree \( d \in \mathbb{N} \), defined by

\[
f(x) = \sum_{0 \leq \sum_{k=1}^{n} \alpha_k \leq d} f_{\alpha_1, \ldots, \alpha_n} x_1^{\alpha_1} x_2^{\alpha_2} \ldots x_n^{\alpha_n}, \quad x = (x_1, \ldots, x_n).
\]

Suppose that \( \overline{x} \) is a global minimizer of \( (P_M) \). Then, for each \( i = 1, \ldots, n \),

\[
\sum_{j=0}^{d} \tilde{f}_{ij} (-1 + x_i^2)^j (1 + x_i^2)^{d-j} - (1 + x_i^2)^d \sum_{j=0}^{d} \tilde{f}_{ij} x_i^j \in \Sigma_{2d}^2
\]

where \( \tilde{f}_{ij} \), \( j = 0, 1, \ldots, d \) are defined by \( \tilde{f}_{ij} = \sum_{0 \leq \sum_{k=1}^{n} \alpha_k \leq d, \alpha_i = j} f_{\alpha_1, \ldots, \alpha_n} \prod_{l \neq i} x_l^{\alpha_l} \) and \( \Sigma_{2d}^2 \) denotes the set consisting of all the sum of squares polynomials with degree at most \( 2d \).

**Proof.** The conclusion follows from Theorem 3.1 with \( l = n \). \( \square \)

We now provide a simple nonconvex polynomial problem with a box constraint where the necessary optimality condition can be verified numerically, and it may be used to eliminate local minimizers that are not global.

**Example 3.1.** Consider the following 2-dimensional nonconvex optimization problem

\[
(P_E) \quad \min f(x_1, x_2) = x_1 x_2 - x_1^4 x_2 \quad \text{s.t.} \quad (x_1, x_2) \in [-1, 1] \times [-1, 1].
\]

Clearly, \( f \) is a polynomial with degree 5 and \( f(x_1, x_2) = \sum f_{i,j} x_1^i x_2^j \) with \( f_{4,1} = -1 \), \( f_{1,1} = 1 \) and \( f_{i,j} = 0 \) for all \( (i, j) \in \{(0, 1, \ldots, 5) \times \{0, 1, \ldots, 5\}\} \setminus \{(4, 1), (1, 1)\} \). It is not hard to verify that \( \overline{w} := (\overline{w}_1, \overline{w}_2) = (1, 1) \) and \( \overline{x} := (\overline{x}_1, \overline{x}_2) = (-1, 1) \) are local minimizers, and \( \overline{x} \) is the unique global minimizer. (This can also be seen from the plot of the function values of \( f \) over \([-1, 1]^2\).)
[Verifying $\overline{w}$ is not a global minimizer] For $i = 1$,

\[ f_{ij} = \sum_{0 \leq \sum_{k=1}^{2} \alpha_k \leq 5, \alpha_1 = j} f_{\alpha_1, \ldots, \alpha_n} \prod_{l \neq 1} \overline{x}_l^{\alpha_l} = \begin{cases} 0 & j = 0, \\ 1 & j = 1, \\ 0 & j = 2, \\ 0 & j = 3, \\ -1 & j = 4, \\ 0 & j = 5. \end{cases} \]

So, the necessary condition at $\overline{w}$ fails as

\[ (-1 + x_1^2)(1 + x_1^2)^4 + (-1)(1 + x_1^2)^4(1 + x_1^2) - (1 + x_1^2)^5(1 - 1) = (2 + 6x_1^4)(x_1^4 - 1) \notin \Sigma_{10}. \]

Indeed, this can be seen by noting that $(2 + 6x_1^4)(x_1^4 - 1) = -2.2266 < 0$ at $x_1 = 1/2$. Alternatively, this can also be verified by running the following simple code from the sum of squares matlab toolbox Yamlip [16, 17] to see that the corresponding equivalent semidefinite programming problem is infeasible.

sdpvar x;
\[ p = (-1 + x^2)(1 + x^2)^4 + (-1)(1 + x^2)^4(1 + x^2) - (1 + x^2)^5(1 - 1) = (2 + 6x_1^4)(x_1^4 - 1) \notin \Sigma_{10}. \]

\[ v = \text{monolist}([x], \text{degree}(p)/2); \]
\[ Q = \text{sdpvar(length}(v)); \]
\[ p_{sos} = v'Q*v; \]
\[ F = [\text{coefficients}(p-p_{sos}, [x]) == 0, Q >= 0]; \]
\[ \text{solvesdp}(F) \]

[Verifying $\overline{x}$ satisfies the necessary optimality condition] For $i = 1$,

\[ f_{ij} = \sum_{0 \leq \sum_{k=1}^{2} \alpha_k \leq 5, \alpha_1 = j} f_{\alpha_1, \ldots, \alpha_n} \prod_{l \neq 1} \overline{x}_l^{\alpha_l} = \begin{cases} 0 & j = 0, \\ 1 & j = 1, \\ 0 & j = 2, \\ 0 & j = 3, \\ -1 & j = 4, \\ 0 & j = 5. \end{cases} \]
and for $i = 2$, 

$$
\hat{f}_{2j} = \sum_{0 \leq \sum_{k=1}^{3} \alpha_k \leq 5} \alpha \prod_{l \neq 2} x_l = \begin{cases} 
0 & j = 0, \\
-2 & j = 1, \\
0 & j = 2, \\
0 & j = 3, \\
0 & j = 4, \\
0 & j = 5.
\end{cases}
$$

So, the necessary condition at $x$ reads 

$$
(-1 + x_1^2)(1 + x_1^2)^4 + (-1 + x_1^2)(1 + x_1^2) - (1 + x_1^2)^5(-1 - 1) \in \Sigma_{10}^2,
$$

and 

$$
(-2)(-1 + x_2^2)(1 + x_2^2)^4 - (1 + x_2^2)^5(-2) \in \Sigma_{10}^2.
$$

These two necessary condition can be verified numerically (for example, running the following simple code from the sum of squares matlab toolbox Yamlip, one sees that these two conditions are satisfied).

```matlab
sdpvar x z;
p=(-1+x^2)*(1+x^2)^4+(-1)*(-1+x^2)^4*(1+x^2)-(1+x^2)^5*(-1-1) ;
q=(-2)*(-1+z^2)*(1+z^2)^4-(1+z^2)^5*(-2);
F = sos(p);
G = sos(q);
[sol,v,A] = solvesos(F);
[sol1,u,B] = solvesos(G);
output1=clean(p-v{1}'*A{1}*v{1},1e-6)
output2=clean(q-u{1}'*B{1}*u{1},1e-6)
```

It is worth noting that, in Example 3.1, the global minimizer is at the boundary of the feasible set. We now give another simple nonconvex polynomial problem with a box constraint where the global minimizer is at an interior point of the feasible set. We see that, in this case also, the necessary optimality condition can easily be verified, and it may be used to eliminate local minimizers that are not global.

**Example 3.2.** Consider the following 2-dimensional nonconvex optimization problem

$$(P_E) \quad \min f(x_1, x_2) = \frac{4}{3} x_1^3 - x_1 - \frac{4}{3} x_1^3 x_2 + x_1 x_2^2 = \left(\frac{4}{3} x_1^3 - x_1 \right) (1 - x_2^2) \text{ s.t. } (x_1, x_2) \in [-1, 1] \times [-1, 1].$$

Clearly, $f$ is a polynomial with degree 5 and $f(x_1, x_2) = \sum f_{i,j} x_1^i x_2^j$ with $f_{3,0} = \frac{4}{3}$, $f_{1,0} = -1$, $f_{3,2} = -\frac{4}{3}$, $f_{1,2} = 1$ and

$$f_{ij} = 0, \text{ for all } (i,j) \in \{(0,1,\ldots,5) \times \{0,1,\ldots,5\}\} \setminus \{(3,0),(1,0),(3,2),(1,2)\}.$$
It is not hard to verify that $\bar{w} := (\bar{w}_1, \bar{w}_2) = (-1, 1)$, $\bar{v} := (\bar{v}_1, \bar{v}_2) = (-1, -1)$, $\bar{x} := (\bar{x}_1, \bar{x}_2) = (\frac{1}{2}, 0)$ and $\bar{z} := (\bar{z}_1, \bar{z}_2) = (-1, 0)$ are local minimizers, and $\bar{x}$ and $\bar{z}$ are the global minimizers. (This can also be seen from the plot of the function values of $f$ over $[-1, 1]^2$).

[Verifying $\bar{w}$ is not a global minimizer] For $i = 2$, 

$$\tilde{f}_{2j} = \sum_{0 \leq \sum_{k=1}^2 \alpha_k \leq 5, \alpha_2 = j} f_{\alpha_1, \ldots, \alpha_n} \prod_{l \neq 2} \bar{w}_{l}^\alpha_l = \begin{cases} -\frac{1}{3} & j = 0, \\ 0 & j = 1, \\ \frac{1}{3} & j = 2, \\ 0 & j = 3, \\ 0 & j = 4, \\ 0 & j = 5. \end{cases}$$

So, the necessary condition at $\bar{w}$ fails as 

$$-\frac{1}{3}(1 + x_2)^5 + \frac{1}{3}(-1 + x_2)^2(1 + x_2)^3 \notin \Sigma_{10}^2.$$ 

Indeed, this can be seen by noting that $-\frac{1}{3}(1 + x_2)^5 + \frac{1}{3}(-1 + x_2)^2(1 + x_2)^3 < 0$ at $x_2 = 1$.

[Verifying $\bar{v}$ is not a global minimizer] For $i = 2$, 

$$\tilde{f}_{2j} = \sum_{0 \leq \sum_{k=1}^2 \alpha_k \leq 5, \alpha_2 = j} f_{\alpha_1, \ldots, \alpha_n} \prod_{l \neq 2} \bar{v}_{l}^\alpha_l = \begin{cases} -\frac{1}{3} & j = 0, \\ 0 & j = 1, \\ \frac{1}{3} & j = 2, \\ 0 & j = 3, \\ 0 & j = 4, \\ 0 & j = 5. \end{cases}$$

So, similarly, the necessary condition at $\bar{v}$ fails as 

$$-\frac{1}{3}(1 + x_2)^5 + \frac{1}{3}(-1 + x_2)^2(1 + x_2)^3 \notin \Sigma_{10}^2.$$
[Verifying \( \overline{x} \) satisfies the necessary optimality condition] For \( i = 1 \),
\[
\hat{f}_{1j} = \sum_{0 \leq \sum_{k=1}^{n} \alpha_k \leq 5, \alpha_1 = j} f_{\alpha_1, \ldots, \alpha_n} \prod_{l \neq 1} x_i^{\alpha_l} = 0, \quad j = 0, 1, 2, 3, 4, 5,
\]
and for \( i = 2 \),
\[
\hat{f}_{2j} = \sum_{0 \leq \sum_{k=1}^{n} \alpha_k \leq 5, \alpha_2 = j} f_{\alpha_1, \ldots, \alpha_n} \prod_{l \neq 2} x_i^{\alpha_l} = \begin{cases} 
-\frac{1}{3} & j = 0, \\
0 & j = 1, \\
\frac{1}{3} & j = 2, \\
0 & j = 3, \\
0 & j = 4, \\
0 & j = 5.
\end{cases}
\]

So, the necessary condition at \( \overline{x} \) reads \( 0 \in \Sigma_{10}^2 \) and
\[
\frac{1}{3}(-1 + x_1^2)^2(1 + x_2^2)^3 = \frac{1}{3}(1 + x_1^2)^5 + \frac{1}{3}(-1 + x_2^2)^2(1 + x_2^2)^3 - (1 + x_2^2)^5(-\frac{1}{3}) \in \Sigma_{10}^2.
\]
Thus, we see that these two necessary conditions are satisfied at \( \overline{x} \).

[Verifying \( z \) satisfies the necessary optimality condition] For \( i = 1 \),
\[
\hat{f}_{1j} = \sum_{0 \leq \sum_{k=1}^{n} \alpha_k \leq 5, \alpha_1 = j} f_{\alpha_1, \ldots, \alpha_n} \prod_{l \neq 1} x_i^{\alpha_l} = 0, \quad j = 0, 1, 2, 3, 4, 5,
\]
and for \( i = 2 \),
\[
\hat{f}_{2j} = \sum_{0 \leq \sum_{k=1}^{n} \alpha_k \leq 5, \alpha_2 = j} f_{\alpha_1, \ldots, \alpha_n} \prod_{l \neq 2} x_i^{\alpha_l} = \begin{cases} 
-\frac{1}{3} & j = 0, \\
0 & j = 1, \\
\frac{1}{3} & j = 2, \\
0 & j = 3, \\
0 & j = 4, \\
0 & j = 5.
\end{cases}
\]

So, similarly, the necessary conditions at \( z \) are also satisfied.

**Corollary 3.2. (Polynomial Optimization with Bivalent Constraints)** For problem \((P_M)\) with \( l = 0 \), let \( f \) be a polynomial with degree \( d \in \mathbb{N} \), defined by
\[
f(x) = \sum_{0 \leq \sum_{k=1}^{n} \alpha_k \leq d} f_{\alpha_1, \ldots, \alpha_n} x_1^{\alpha_1} x_2^{\alpha_2} \ldots x_n^{\alpha_n}, \quad x = (x_1, \ldots, x_n).
\]

Suppose that \( \overline{x} \) is a global minimizer of \((P_M)\). Then, for each \( i = 1, \ldots, n \),
\[
[NC1] \quad \overline{x}_i \cdot \left( \sum_{0 \leq \sum_{k=1}^{n} \alpha_k \leq d, \alpha_i \text{ is odd}} f_{\alpha_1, \ldots, \alpha_n} \prod_{j \neq i} x_j^{\alpha_j} \right) \leq 0.
\]
Proof. The conclusion follows by letting \( l = 0 \) in Theorem 3.1 and noting that
\[
\bar{x}_i \cdot \left( \sum_{0 \leq \sum_{k=1}^{n} \alpha_k \leq d} f_{\alpha_1, \ldots, \alpha_n} \prod_{l \neq i} \bar{x}_l^{\alpha_i} \right) = \bar{x}_i \cdot \left( \sum_{j \text{ is odd}} \sum_{0 \leq \sum_{k=1}^{n} \alpha_k \leq d} f_{\alpha_1, \ldots, \alpha_n} \prod_{l \neq i} \bar{x}_l^{\alpha_i} \right) = \bar{x}_i \cdot \left( \sum_{j \text{ is odd}} \bar{f}_{ij} \right).
\]
\( \blacksquare \)

If \( f \) is a quadratic function, then our preceding necessary condition over bivalent constraints collapses to the necessary condition derived in [2].

Corollary 3.3. (Quadratic optimization over bivalent constraints) For problem \((P_M)\) with \( l = 0 \), let \( f \) be defined by \( f(x) = \frac{1}{2} x^T Q x + b^T x \) where \( Q \in S^n \) and \( b \in \mathbb{R}^n \). Assume that \( \bar{x} \) is a global minimizer. Then,

\[ [NC2] \quad \text{diag}(Q)e \geq XQXe + Xb, \]

where \( \text{diag}(Q) = \text{diag}(Q_{11}, \ldots, Q_{nn}), X = \text{diag}(\bar{x}_1, \ldots, \bar{x}_n) \in S^n \), and \( e = (1, \ldots, 1)^T \in \mathbb{R}^n, i = 1, \ldots, n. \)

Proof. Since \( f \) is a quadratic function, our necessary condition \([NC1]\) collapse to the condition that, for each \( i = 1, \ldots, n, \)

\[ \bar{x}_i \cdot \left( \sum_{j \neq i} Q_{ij} \bar{x}_j + b_i \right) \leq 0. \tag{3.5} \]

Using the fact that \( \bar{x}_i^2 = 1 \), we see that (3.5) is equivalent to the condition that, for each \( i = 1, \ldots, n, \)

\[
(\text{diag}(Q)e - XQXe - Xb)_i = Q_{ii} - \bar{x}_i \sum_{l=1}^{n} Q_{il} \bar{x}_l - \bar{x}_i b_i
\]
\[
= \bar{x}_i (Q_{ii} \bar{x}_i - \sum_{l=1}^{n} Q_{il} \bar{x}_l - b_i)
\]
\[
= -\bar{x}_i \cdot \left( \sum_{l \neq i} Q_{il} \bar{x}_l + b_i \right) \geq 0.
\]

Hence, the conclusion follows. \( \blacksquare \)

We now present an example illustrating that our necessary optimality condition can be used to identify a global minimizer. Indeed, in this example, the global minimizer satisfies our necessary condition whereas the other feasible points that are not global minimizers fail to satisfy this necessary condition.
Example 3.3. Consider the following 2-dimensional nonconvex optimization problem

\((P_E) \quad \min f(x_1, x_2) = -3x_1^5 + x_2^4 + 2x_2 - x_1^2 - x_2^2 + x_1x_2 \quad \text{s.t.} \quad x_1, x_2 \in \{-1, 1\}.\)

Clearly, \(f\) is a polynomial with degree 5 on \(\mathbb{R}^2\). Consider \(\pi = (1, -1)\). Note that \(f(x_1, x_2) = \sum f_{ij}x_1^{i_1}x_2^{i_2} \) with \(f_{5,0} = -3, f_{0,4} = 1, f_{0,1} = 2, f_{2,0} = -1, f_{0,2} = -1, f_{1,1} = 1\) and \(f_{ij} = 0\) for all \((i, j) \in \{(0, 1, \ldots, 5) \times (0, 1, \ldots, 5)\} \setminus \{(5, 0), (0, 4), (2, 0), (0, 2), (1, 1)\}\). So,

\[
\pi_1 \cdot \left( \sum_{0 \leq \sum_{k=1}^n \alpha_k \leq 5, \alpha_1 \text{ is odd}} f_{\alpha_1, \ldots, \alpha_n} \prod_{j \neq 1} \pi_j^{\alpha_j} \right) = \pi_1 \cdot \left( \sum_{\alpha_1 = 1,3 \text{ or } 5} f_{\alpha_1, \alpha_2} \pi_2^{\alpha_2} \right) = 1 \cdot (-3 + (-1)) \leq 0
\]

and

\[
\pi_2 \cdot \left( \sum_{0 \leq \sum_{k=1}^n \alpha_k \leq 5, \alpha_2 \text{ is odd}} f_{\alpha_1, \ldots, \alpha_n} \prod_{j \neq 2} \pi_j^{\alpha_j} \right) = \pi_2 \cdot \left( \sum_{\alpha_2 = 1,3 \text{ or } 5} f_{\alpha_1, \alpha_2} \pi_1^{\alpha_1} \right) = (-1) \cdot (2 + 1) \leq 0.
\]

Therefore, \(\pi\) satisfies necessary global optimality condition \([NC1]\). On the other hand, by considering the other feasible points \(\bar{u} = (1, 1), \bar{v} = (-1, -1)\) and \(w = (-1, 1)\), we note that

\[
\bar{u}_2 \cdot \left( \sum_{\alpha_2 = 1,3 \text{ or } 5} f_{\alpha_1, \alpha_2} \bar{u}_1^{\alpha_1} \right) = 1 \cdot (2 + 1) > 0,
\]

\[
\bar{v}_1 \cdot \left( \sum_{\alpha_1 = 1,3 \text{ or } 5} f_{\alpha_1, \alpha_2} \bar{v}_2^{\alpha_2} \right) = (-1) \cdot (-3 + (-1)) > 0,
\]

and

\[
\bar{w}_2 \cdot \left( \sum_{\alpha_2 = 1,3 \text{ or } 5} f_{\alpha_1, \alpha_2} \bar{w}_1^{\alpha_1} \right) = 1 \cdot (2 + (-1)) > 0.
\]

So, \(\bar{u} = (1, 1), \bar{v} = (-1, -1)\) and \(w = (-1, 1)\) do not satisfy necessary condition \([NC1]\) and hence none of them can be a global minimizer. Thus, \(\pi\) is the unique global minimizer.

On the other hand, it can be directly verified that \(\pi\) is the unique global minimizer by noting that \(f(\pi) = -7, f(\bar{u}) = f(\bar{v}) = 1\) and \(f(w) = -1\).

We now provide an example to illustrate the fact that while necessary condition \([NC1]\) helps to identifying global minimizers, it may not exclude all non-global minimizers.

Example 3.4. Consider the following 2-dimensional nonconvex optimization problem

\[(P_E) \quad \min f(x_1, x_2) = x_1x_2 - x_1^5 \quad \text{s.t.} \quad x_1, x_2 \in \{-1, 1\}.\]

Clearly, \(f\) is a polynomial with degree 5. Consider \(\pi = (\pi_1, \pi_2) = (1, -1)\). Note that \(Note that f(x_1, x_2) = \sum f_{ij}x_1^{i_1}x_2^{i_2} \) with \(f_{5,0} = -1, f_{1,1} = 1\) and \(f_{ij} = 0\) for all \((i, j) \in \{(0, 1, \ldots, 5) \times (0, 1, \ldots, 5)\} \setminus \{(5, 0), (1, 1)\}\). So,

\[
\pi_1 \cdot \left( \sum_{0 \leq \sum_{k=1}^n \alpha_k \leq 5, \alpha_1 \text{ is odd}} f_{\alpha_1, \ldots, \alpha_n} \prod_{j \neq 1} \pi_j^{\alpha_j} \right) = \pi_1 \cdot \left( \sum_{\alpha_1 \text{ is odd}} f_{\alpha_1, \alpha_2} \pi_2^{\alpha_2} \right) = 1 \cdot (-1 + (-1)) \leq 0
\]
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and
\[ x_2 \cdot \left( \sum_{0 \leq \sum_{k=1}^{n} \alpha_k \leq 5, \alpha_2 \text{ is odd}} f_{\alpha_1, \ldots, \alpha_n} \prod_{j \neq 2} x_j^{\alpha_j} \right) = x_2 \cdot \left( \sum_{\alpha_2 \text{ is odd}} f_{\alpha_1, \alpha_2} x_1^{\alpha_1} \right) = (-1) \cdot (1) \leq 0. \]

Therefore, \( x \) satisfies necessary global optimality condition [NC1].

Consider the another feasible point \( \bar{u} = (\bar{u}_1, \bar{u}_2) = (-1, 1) \). Then,
\[ \bar{u}_1 \cdot \left( \sum_{0 \leq \sum_{k=1}^{n} \alpha_k \leq 5, \alpha_1 \text{ is odd}} f_{\alpha_1, \ldots, \alpha_n} \prod_{j \neq 1} \bar{u}_j^{\alpha_j} \right) = \bar{u}_1 \cdot \left( \sum_{\alpha_1 \text{ is odd}} f_{\alpha_1, \alpha_2} \bar{u}_2^{\alpha_2} \right) = (-1) \cdot (1 + (-1)) = 0 \]
and
\[ \bar{u}_2 \cdot \left( \sum_{0 \leq \sum_{k=1}^{n} \alpha_k \leq 5, \alpha_2 \text{ is odd}} f_{\alpha_1, \ldots, \alpha_n} \prod_{j \neq 2} \bar{u}_j^{\alpha_j} \right) = \bar{u}_2 \cdot \left( \sum_{\alpha_2 \text{ is odd}} f_{\alpha_1, \alpha_2} \bar{u}_1^{\alpha_1} \right) = 1 \cdot (-1) \leq 0. \]

Therefore, \( \bar{u} \) also satisfies necessary global optimality condition [NC1].

Now, we consider the other feasible points \( \bar{v} = (1, 1) \) and \( \bar{w} = (-1, -1) \) and note that
\[ \bar{v}_1 \cdot \left( \sum_{0 \leq \sum_{k=1}^{n} \alpha_k \leq 5, \alpha_1 \text{ is odd}} f_{\alpha_1, \ldots, \alpha_n} \prod_{j \neq 1} \bar{v}_j^{\alpha_j} \right) = \bar{v}_1 \cdot \left( \sum_{\alpha_1 \text{ is odd}} f_{\alpha_1, \alpha_2} \bar{v}_2^{\alpha_2} \right) = 1 \cdot (1) > 0. \]
and
\[ \bar{w}_1 \cdot \left( \sum_{0 \leq \sum_{k=1}^{n} \alpha_k \leq 5, \alpha_2 \text{ is odd}} f_{\alpha_1, \ldots, \alpha_n} \prod_{j \neq 1} \bar{w}_j^{\alpha_j} \right) = \bar{w}_1 \cdot \left( \sum_{\alpha_1 \text{ is odd}} f_{\alpha_1, \alpha_2} \bar{w}_2^{\alpha_2} \right) = (-1) \cdot (-1 + (-1)) > 0. \]

Thus \( \bar{v} = (1, 1) \) and \( \bar{w} = (-1, -1) \) do not satisfy necessary condition [NC1] and hence they cannot be global minimizers.

On the other hand, it can be directly verified that \( f(\bar{v}) = f(\bar{u}) = 0 \), \( f(\bar{x}) = -2 \) and \( f(\bar{w}) = 2 \). So, \( \bar{v} = (1, 1) \) and \( \bar{w} = (-1, -1) \) are not global minimizers.

We will later employ sufficient optimality condition [SC] of Section 4 to confirm that \( \bar{x} \) is in fact the global minimizer.

## 4 Sufficient Conditions via Separable Under-Estimators

In this section, we establish sufficient global optimality conditions for general polynomial optimization problems over box or bivalent constraints. We achieve this by employing separable polynomial under-estimators and using the characterization of global optimality of separable polynomials over box or bivalent constraints.

To do this, we first present ways of constructing separable polynomial under-estimators using the sum of squares polynomials. These constructions play key roles in deriving optimality conditions for various classes of bivalent polynomial optimization problems.
SOS-Convexity. Recall that a real-valued function $f$ on $\mathbb{R}^n$ is a sum of squares polynomial (SOS-polynomial) in $\mathbb{R}[x]$ if there exist $k \in \mathbb{N}$, $f_j \in \mathbb{R}[x]$, $j = 1, \ldots, k$ such that for each $x \in \mathbb{R}^n$, $f(x) = \sum_{j=1}^{k} f_j^2(x)$. The function $f$ is a SOS-convex polynomial on a convex set $\Delta \subseteq \mathbb{R}^n$ if $\nabla^2 f(x) = H(x)^T H(x)$, for all $x \in \Delta$, for some function $H : \mathbb{R}^n \to \mathbb{R}^{n \times n}$ with $H(x) = (H_{ij}(x))_{1 \leq i \leq n, 1 \leq j \leq n}$ and each $H_{ij}$ is a polynomial on $\mathbb{R}^n$. Clearly, any SOS-convex polynomial is, in particular, a convex polynomial. Conversely, any convex quadratic function and any convex one dimensional polynomial is a SOS-convex polynomial. It is worth noting that whether a polynomial is SOS-convex or not can efficiently be checked by solving a convex semidefinite programming problem. For details, see ([1, 4]).

Under-Estimators. Let $\Delta$ be a subset of $\mathbb{R}^n$, $\bar{x} \in \Delta$ and $d \in \mathbb{N}$. A function $h : \mathbb{R}^n \to \mathbb{R}$ is an under-estimator of the function $f : \mathbb{R}^n \to \mathbb{R}$ at $\bar{x}$ over a set $\Delta \subset \mathbb{R}^n$ if, for each $x \in \Delta$, $f(x) \geq h(x)$, and $f(\bar{x}) = h(\bar{x})$.

For a given polynomial $f$, the following lemma provides a sufficient condition in terms of SOS-convexity for a function $h$ to be a separable polynomial underestimator.

Lemma 4.1. (Separable polynomial estimators) Let $f$ be a real polynomial on $\mathbb{R}^n$ and $d \in \mathbb{N}$. Let $\Delta$ be a subset of $\mathbb{R}^n$ and $\bar{x} \in \Delta$. If $h \in S_d$, $\nabla h(\bar{x}) = \nabla f(\bar{x})$ and $f - h$ is a SOS-convex polynomial on $\co \Delta$, then $\tilde{h}(x) := h(x) + f(\bar{x}) - h(\bar{x})$ is a separable polynomial underestimator of $f$ at $\bar{x}$ over $\Delta$.

Proof. Let $h \in S_d$, $\nabla f(\bar{x}) = \nabla h(\bar{x})$ and $f - h$ is a SOS-convex polynomial on $\co D$. Define $\phi = f - h$. Then $\phi$ is a SOS-convex polynomial on $\co \Delta$ with $\nabla \phi(\bar{x}) = 0$, and so,

$$\nabla^2 \phi(x) = H(x)^T H(x), \text{ for all } x \in \co \Delta,$$

where $H : \mathbb{R}^n \to \mathbb{R}^{n \times n}$ is given by $H(x) = (H_{ij}(x))_{1 \leq i \leq n, 1 \leq j \leq n}$ and each $H_{ij}$ is a polynomial on $\mathbb{R}^n$. From the Taylor expansion we see that for each $x \in \Delta$, there exists $t \in [0, 1]$ such that

$$\phi(x) - \phi(\bar{x}) = \nabla \phi(\bar{x}) + (x - \bar{x})^T \nabla^2 \phi(tx + (1 - t)\bar{x})(x - \bar{x})$$

$$= (x - \bar{x})^T \nabla^2 \phi(tx + (1 - t)\bar{x})(x - \bar{x}).$$

Since $tx + (1 - t)\bar{x} \in \co \Delta$, it follows from (4.6) that

$$\phi(x) - \phi(\bar{x}) = \|H(\tilde{x})(x - \bar{x})\|^2 \geq 0, \forall x \in \Delta,$$

where $\tilde{x} = tx + (1 - t)\bar{x}$. So, $f(x) \geq h(x) + f(\bar{x}) - h(\bar{x}) = \tilde{h}(x)$. Hence, $f(x) \geq \tilde{h}(x)$ and $f(\bar{x}) = \tilde{h}(\bar{x})$, and hence, $\tilde{h}$ is a separable polynomial underestimator of $f$. \qed

In passing, note that our Lemma 4.1 may lead to useful numerical procedures for constructing separable polynomial under-estimators as SOS-convexity can be checked efficiently using convex semidefinite programming methods.

We now establish a sufficient global optimality condition for general polynomial optimization problems over box or bivalent constraints. To do this, we introduce the following
definition of canonical decomposition:

**Canonical decomposition.** Let \( f \) be a real polynomial on \( \mathbb{R}^n \) and let \( C \) be a subset of \( \mathbb{R}^n \). We say that \( f \) admits a canonical decomposition on \( C \) if there exist two polynomials \( g, h \) such that \( g \) is separable, \( h \) is a SOS-convex polynomial on \( \text{co}C \) and \( f(x) = g(x) + h(x) \) for each \( x \in \mathbb{R}^n \).

We note that, if \( f \) is a quadratic function and \( C \) is an arbitrary subset of \( \mathbb{R}^n \), then a canonical decomposition for \( f \) always exists on \( C \). Indeed, the function \( f(x) = \frac{1}{2}x^TQx + b^Tx + c \) admits a canonical decomposition \( f = g + h \) where \( g(x) = \frac{1}{2}\lambda_{\text{min}}(Q)\|x\|^2 + b^Tx + c \), \( h(x) = \frac{1}{2}x^T(Q - \lambda_{\text{min}}(Q)I_n)x \) and \( \lambda_{\text{min}}(Q) \) is the minimum eigenvalue of \( Q \). Note that \( g \) is separable and \( h \) is a convex quadratic function (and hence is a SOS-convex polynomial). More generally, a canonical decomposition of \( f \) on \( C \) can be explicitly given under each of the following cases:

1. \( f \) is the sum of a quadratic function \( f_1 \) and a separable polynomial \( f_2 \);
2. \( f \) is the sum of a quadratic function \( f_1 \) and a SOS-convex polynomial \( f_2 \).

We now establish the promised sufficient global optimality condition for general polynomial optimization problems with bivalent constraints, in terms of the canonical decomposition.

**Theorem 4.1. (Sufficient Global Optimality)** For problem \((P_M)\), let the feasible set be \( F \) and let \( \varpi \in F \). Let \( g, h \) be a canonical decomposition of \( f \) on \( F \) such that \( g(x) = \sum_{i=1}^n \sum_{j=0}^d g_{ij} x_i^j \) for each \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \), and \( h \) is a SOS-convex polynomial on \( \text{co}F := \prod_{i=1}^n [-1, 1] \). Suppose that the following condition holds:

\[
[\text{SC}] \quad \left\{ \begin{array}{l}
\sum_{j=0}^d w_{ij}(-1 + x_i^2)^j(1 + x_i^2)^{d-j} - (1 + x_i^2)^d \sum_{j=0}^d w_{ij}\varpi_i^j \in \Sigma_{2d}^2 \quad i = 1, \ldots, l \\
\varpi_i \left( \sum_{j \text{ is odd}} w_{ij} \right) \leq 0 \quad i = l + 1, \ldots, n.
\end{array} \right.
\]

where \( w_{ij}, j = 0, \ldots, d \) are defined by

\[
w_{ij} = \begin{cases} 
g_{ij} + \frac{\partial h(\varpi)}{\partial x_i} & \text{if } j = 1, \\ 
g_{ij} & \text{if } j \neq 1. 
\end{cases}
\]

Then \( \varpi \) is a global minimizer of \((P_M)\).

**Proof.** Define a polynomial \( w \) on \( \mathbb{R}^n \) by \( w(x) = g(x) + \nabla h(\varpi)^T x \). Then, \( w \in S_d \), \( \nabla w(\varpi) = \nabla f(\varpi) \) and \( \nabla^2 (f - w)(x) = \nabla^2 h(x) \), \( \forall x \in \text{co}F \). Thus, \( f - w \) is a SOS-convex polynomial on \( \text{co}F \), and by Lemma 4.1, \( w + f(\varpi) - w(\varpi) \) is a separable polynomial under-estimator of \( f \) at \( \varpi \). So, for all \( x \in F \)

\[
w(x) - w(\varpi) \leq f(x) - f(\varpi). \quad (4.7)
\]
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On the other hand, note that \( w(x) = \sum_{i=1}^{n} \sum_{j=0}^{d} w_{ij} x_i^j \) with
\[
w_{ij} = \begin{cases} 
  g_i + \frac{\partial h(x)}{\partial x_i} & \text{if } j = 1 \\
  g_{ij} & \text{if } j > 1
\end{cases}
\]
for each \( i = 1, \ldots, n \).

Then, it follows from Theorem 2.1 and [SC] that \( w(x) \geq w(\bar{x}) \) for each \( x \in F \). So, (4.7) implies that, for each \( x \in F \),
\[
f(x) - f(\bar{x}) \geq w(x) - w(\bar{x}) \geq 0,
\]
and hence, \( \bar{x} \) is a global minimizer of \((P_M)\).

It is worth noting that our sufficient optimality condition [SC] and the necessary optimality condition [NC] coincide when the objective function of \((P_M)\) is a separable polynomial.

**Corollary 4.1. (Polynomial Optimization with Box Constraints)** For problem \((P_M)\) with \( l = n \), let the feasible set be \( K = \prod_{i=1}^{n} [-1,1] \) and let \( \bar{x} \in K \). Let \( g,h \) be a canonical decomposition of \( f \) on \( K \) such that \( g(x) = \sum_{i=1}^{n} \sum_{j=0}^{d} g_{ij} x_i^j \) for each \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \), and \( h \) is a SOS-convex polynomial on \( K \). Suppose that the following condition holds:
\[
\sum_{j=0}^{d} w_{ij} (-1 + x_i^2)^j (1 + x_i^2)^{d-j} - (1 + x_i^2)^d \sum_{j=0}^{d} w_{ij} \bar{x}_i^j \in \Sigma_{2d}^2 \quad i = 1, \ldots, l,
\]
where \( w_{ij}, j = 0, \ldots, d, \) are defined by
\[
w_{ij} = \begin{cases} 
  g_i + \frac{\partial h(x)}{\partial x_i} & \text{if } j = 1 \\
  g_{ij} & \text{if } j \neq 1
\end{cases}
\]
Then \( \bar{x} \) is a global minimizer of \((P_M)\).

**Proof.** Thus, the conclusion follows from Theorem 4.1 with \( l = n \).

**Corollary 4.2. (Polynomial Optimization with Bivalent Constraints)** For problem \((P_M)\) with \( l = 0 \), let the feasible set be \( K_0 = \prod_{i=1}^{n} \{-1,1\} \) and let \( \bar{x} \in K_0 \). Let \( g,h \) be a canonical decomposition of \( f \) on \( K_0 \) such that \( g(x) = \sum_{i=1}^{n} \sum_{j=0}^{d} g_{ij} x_i^j \) for each \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \), and \( h \) is a SOS-convex polynomial on \( \operatorname{co}K_0 := \prod_{i=1}^{n} [-1,1] \). Suppose that the following condition holds
\[
[SC1] \quad \bar{x}_i \left( \sum_{j \text{ is odd}} g_{ij} + \frac{\partial h(x)}{\partial x_i} \right) \leq 0, \quad \text{for each } i = 1, \ldots, n.
\]
Then \( \bar{x} \) is a global minimizer of \((P_M)\).

**Proof.** Thus, the conclusion follows from Theorem 4.1 with \( l = 0 \).
In the special case of quadratic optimization problem with \( f(x) = \frac{1}{2}x^TQx + b^Tx \) and bivalent constraints, we can choose the canonical decomposition \( f = g + h \) where \( g(x) = \frac{1}{2}\lambda_{\text{min}}(Q)||x||^2 + b^Tx \) and \( h(x) = \frac{1}{2}x^T(Q - \lambda_{\text{min}}(Q)I_n)x \). Then, similar arguments as in the proof in Corollary 3.3 shows that \([SC1]\) collapses to "\( \lambda_{\text{min}}(Q)e \geq XQXe + Xb \)" and hence Corollary 4.2 reduces to the sufficient global optimality condition presented in [2].

We now employ the sufficient global optimality condition \([SC1]\) for identifying the global minimizer of the problem, examined earlier in Example 3.3.

**Example 4.1.** Consider again the following 2-dimensional nonconvex optimization problem

\[
(P_E) \quad \min f(x_1, x_2) = x_1x_2 - x_1^5 \text{ s.t. } x_1, x_2 \in \{-1, 1\}.
\]

We write \( f(x_1, x_2) = g(x_1, x_2) + h(x_1, x_2) \), where \( g(x_1, x_2) = -x_1^5 - \frac{1}{2}x_1^2 - \frac{1}{2}x_2^2 \) and \( h(x_1, x_2) = \frac{1}{2}x_1^2 + \frac{1}{2}x_2^2 + x_1x_2 \). Note that \( g(x_1, x_2) = \sum_{i=1}^2 \sum_{j=0}^5 g_{ij} x_i^j \) with \( g_{15} = -1, g_{12} = -\frac{1}{2}, g_{22} = -\frac{1}{2} \) and \( g_{ij} = 0 \) for all \( (i, j) \in \{(1, 2) \times \{0, 1, \ldots, 5\}\} \backslash \{(1, 5), (1, 2), (2, 2)\} \).

Then, for each \( i = 1, \ldots, n \), the inequality

\[
\bar{x}_i \left( \sum_{j \text{ is odd}} g_{ij} + \frac{\partial h(\bar{x})}{\partial x_i} \right) \leq 0
\]

becomes

\[
\begin{cases}
\bar{x}_1(-1 + \bar{x}_1 + \bar{x}_2) \leq 0 \\
\bar{x}_2(\bar{x}_2 + \bar{x}_1) \leq 0.
\end{cases}
\]

Let \( \bar{x} = (1, -1) \). Then \( \bar{x}_1(-1 + \bar{x}_1 + \bar{x}_2) = -1 \) and \( \bar{x}_2(\bar{x}_2 + \bar{x}_1) = 0 \). Thus, \([SC1]\) holds at \( \bar{x} = (1, -1) \) which is indeed the global minimizer. We also note that \( \bar{u} = (-1, 1) \) does not satisfy \([SC1]\) with the above decomposition \( f = g + h \) as \( \bar{u}_1(-1 + \bar{u}_1 + \bar{u}_2) = 1 > 0 \).
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