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\textbf{A B S T R A C T}

We present an integer programming formulation for the open pit mine production scheduling problem. We strengthen this formulation by adding inequalities derived by combining the precedence and production constraints. The addition of these inequalities decreases the computational requirements to obtain the optimal integer solution, in many cases by a significant margin.
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1. Introduction

The design and scheduling of open pit mines is a significant and complex problem in mine planning. The most commonly used representation of an ore body for the purposes of mathematical modelling is as a \textit{block model}, see e.g. Hustrulid and Kuchta\textsuperscript{[11]}. The ore body is divided into a regular three dimensional array of blocks, each of which has individual \textit{attributes} such as the tonnage of rock and ore contained within the block, assigned using geological techniques, and the expected in-ground value, based on current costs and forecasted commodity prices. The principal aim of a mining operation is to ensure that an ore body is exploited so as to maximise the value realised from the mine. A well-known early contribution to this field was made by Lerchs and Grossmann\textsuperscript{[14]}, who presented a graph-theoretic algorithm for determining the final contour of the open pit, known as the \textit{ultimate pit}, such that the total profit from the mine is maximised. Since the life of an open pit mine can be as long as 40 years, recent developments have adopted the net present value of the operation as the criterion for mine project evaluation. The open pit mine production scheduling problem seeks to determine the sequence in which material should be removed over the lifetime of the mine in order to maximise net present value. The removal of material is contingent upon the removal of a cone of material situated above it, the size and shape of which is dictated by the requirement of safe wall slopes for the pit. This is modelled in the \textit{precedence constraints} for the mine. An additional class of constraints are the \textit{production constraints}, imposed by the availability of extraction and processing capacity in each year. Techniques applied to solve the mine production scheduling problem include heuristics\textsuperscript{[10]}, parametric methods\textsuperscript{[21]}, dynamic programming\textsuperscript{[15,20,18]} and integer linear programming\textsuperscript{[9,17,6]}. The major limitation with these approaches is that they encounter significant computational difficulties when trying to solve problems of realistic size.

In this paper, we consider the integer linear programming formulation presented by Caccetta and Hill\textsuperscript{[6]}. For each time period and each attribute, the corresponding production constraint and the precedence constraints among the blocks combine to form a so-called precedence constrained knapsack problem (PCKP); see e.g.\textsuperscript{[7,16]}. Exploiting the special structure of these subproblems, we derive several types of additional constraints, whose addition to the standard integer programming formulation leads to a tighter linear relaxation and a substantial reduction of the computation times required to solve open pit mine production scheduling problems.

In Section 2 we present the integer programming formulation of the open pit mine production scheduling problem. In Section 3 we derive constraints that involve only a single variable from the precedence constrained knapsack substructure. We illustrate how the production and precedence constraints can be combined to identify the earliest time period in which each single block of material can be extracted from the pit. The computation of these earliest extraction times can be performed very efficiently in polynomial time. Adding the corresponding constraints to the integer programming formulation eliminates a number of decision variables from the model prior to optimisation.

In the following sections we explain how the precedence constrained knapsack substructure can be used to derive additional inequalities that involve multiple variables. In Section 4, we introduce general \textit{induced cover inequalities} and give a brief overview of the literature related to these inequalities.
In Section 5 we consider the special case of induced covers of size two, which can be regarded as pairwise conflicts between the variables in our model. Considering cliques in the graph defined by all these pairwise conflicts, we derive stronger clique inequalities for the precedence constrained knapsack subproblems and, as a consequence, for the open pit mine production scheduling problem. We also describe a heuristic separation algorithm for these inequalities, which is very efficient in practice. In Section 6 we return to the general induced cover inequalities involving more than two variables, describing an exact model for the corresponding separation problem and explaining how we perform this separation in practice.

The computational effects of the variable elimination and addition of clique and induced cover inequalities at the root node of the branch and bound tree are discussed in Section 8. The numerical results demonstrate that the variable elimination is extremely effective in terms of both run time and LP gap reduction, and that the addition of clique and cover constraints can further reduce the root node gap.

Finally, in Section 8.4, we tested the effectiveness of the variable elimination and the additional inequalities derived by the precedence and production considerations when applied at nodes deeper in the branch and bound tree. While most of the computational benefits are already gained by applying these constraints at the root node, we find some modest additional improvements from variable elimination and the application of clique inequalities within the branch and bound tree.

2. Integer programming formulation

In this paper, we consider the integer program presented by Caccetta and Hill [6]; see also [7]. The pit contains \( N \) blocks, and is to be scheduled over \( T \) time periods. The extraction of block \( i \) in a time period \( t \) results in a discounted cash flow of \( c_i^t \) units. A set of attributes \( A \) of concern to the mining operation is determined when generating the block model, for example the tonnes of ore and tonnes of impurities contained in each block. Hence each block \( i \) is assigned a value \( q_{ai}^t \) for each attribute \( a \in A \). A bound on the tonnage of each attribute able to be processed in time period \( t \) is given by \( u_{ai}^t \). The minimal set of blocks that must be removed for block \( i \) to be removed, including block \( i \), is denoted by \( E_i \). Frequently \( E_i \) has the three dimensional shape of an inverted cone. Note that for each block \( i \) it is sufficient to consider a smaller set of predecessor blocks \( S_i \); see Fig. 1. The decision variables of the model take the form

\[
x_i^t = \begin{cases} 
1 & \text{if block } i \text{ is mined by the end of period } t, \\
0 & \text{otherwise,} 
\end{cases} 
\]

where \( i = 1, \ldots, N, \ t = 1, \ldots, T. \)

For each block, these variables describe the period when the block is mined in an incremental way: if block \( i \) is mined in period \( t \), we have \( x_i^t = 0 \) for all \( t = 1, \ldots, t-1 \) and \( x_i^t = 1 \) for all \( t = t, \ldots, T \). If a block is not mined at all, we have \( x_i^t = 0 \) for all \( t = 1, \ldots, T \). For ease of notation throughout this paper, we introduce a set of dummy decision variables \( x_i^0, i = 1, \ldots, N \), which are assigned the value 0. The generalised integer program for the open pit mine production scheduling problem (OPMSP) is then given by

\[
\begin{align*}
\max & \quad \sum_{t=1}^{T} \sum_{i=1}^{N} c_i^t (x_i^t - x_i^{t-1}) \\
\text{s.t.} & \quad \sum_{i=1}^{N} q_{ai}^t (x_i^t - x_i^{t-1}) \leq u_{ai}^t, \quad t = 1, \ldots, T, \ a \in A \\
& \quad x_i^{t-1} \leq x_i^t, \quad t = 1, \ldots, T, \ i = 1, \ldots, N \\
& \quad x_i^t \leq x_j^t, \quad t = 1, \ldots, T, \ i = 1, \ldots, N, \ j \in S_i \\
& \quad x_i^0 = 0, \quad i = 1, \ldots, N \\
& \quad x_i^t \in \{0, 1\}, \quad t = 1, \ldots, T, \ i = 1, \ldots, N. 
\end{align*}
\]

The objective (1) is to maximise the net present value of the mining operation. Constraints on the amount of each attribute \( a \in A \) able to be extracted or processed in each time period are enforced by (2). These constraints are generally referred to as production constraints. There are also constraints enforcing the rule that each block can be mined at most once (3), and the block precedence constraints (4). The formulation (1)–(6) contains \( NT \) binary decision variables. A moderate open pit mine production scheduling problem consists of 100,000 blocks to be scheduled over 10 years, requiring 1,000,000 binary decision variables. Efficient solution of integer programs of this size is beyond the scope of most commercial solvers on current hardware. In Sections 3 and 4, we motivate and develop valid inequalities that, when added to the formulation, substantially reduce LP relaxation gap and the computation time required to find the optimal integer solution in almost all cases.

3. Strengthening the formulation: single block case

Our aim is to reduce the number of decision variables in the formulation (1)–(6) by identifying variables that can be fixed prior to optimisation. This is achieved by combining the block precedence constraints (4) with the production constraints (2), aggregated over a sequence of time periods for a particular attribute. We define the total set of immediate predecessor arcs \( S = \{(i,j) : i \in \{1, \ldots, N\}, j \in S_i\} \). Let \( \mathcal{E} \) be the transitive closure of \( S \). Then for each block \( i \), the entire set of blocks including block \( i \) that must be extracted for block \( i \) to be mined is given by \( E_i = \{(i) \} \cup \{(i,j) : (i,j) \in \mathcal{E}\} \). For the extraction of block \( i \) in time period \( t \) to be feasible, each of the blocks \( j \in E_i \) must be removed in time period \( t \) or earlier. If, for any attribute, the production capacity required to achieve this exceeds the cumulative production capacity available up to and including time period \( t \), block \( i \) cannot be extracted in time period \( t \) or earlier, that is, \( x_i^t = 0, 1 \leq s \leq t \). Hence, we have that

\[
x_i^t = 0 \text{ if } \sum_{j \in E_i} q_{aj}^s > \sum_{t=1}^{T} u_{ai}^t \text{ for some } a \in A. 
\]

Using this observation, a number of variables in the model (1)–(6) can be fixed to 0 prior to optimisation, resulting in a reduction in the number of decision variables in the model.
4. Strengthening the formulation: multiple block case

We define the union of the entire precedence sets for the blocks in the set \( X \subset \{1, \ldots, N\} \) to be \( E(X) = \bigcup_{j \in E} E_j \). We extend the idea developed in the single block case by considering the blocks in \( E(X) \) and the cumulative production capacity available up to and including time period \( t \). This relationship can be described by aggregated production constraints for the blocks in the set \( X \), again derived by summing (2) over time periods 1, \ldots, \( t \). It is clear that the inequality

\[
\sum_{i \in E(X)} q^{t}_{i} x^{t}_{i} \leq \sum_{s=1}^{t} u^{t}_{s}
\]

is a valid knapsack inequality for the mine scheduling polytope; see Fig. 2. The aggregated production constraint for attribute \( a \) and time period \( t \), given by (8), combined with the precedence constraints (4) on the time period \( t \) decision variables describe a polytope known as the precedence constrained knapsack (PCK) polytope. Let us denote such an instance as PCK\(_{a,t}\). We call \( i, j \in \{1, \ldots, N\} \) incomparable if \( (i, j) \notin E \) and \( (j, i) \notin E \). Following [16], we call a collection \( X \subset \{1, \ldots, N\} \) a minimal induced cover for attribute \( a \) and period \( t \) if (i) elements of \( X \) are pairwise incomparable, (ii) \( \sum_{i \in E(X)} q^{t}_{i} > \sum_{s=1}^{t} u^{t}_{s} \), and (iii) \( \sum_{i \in E(X)} q^{t}_{i} \leq \sum_{s=1}^{t} u^{t}_{s} \) for all \( j \in X \). If condition (iii) is not satisfied, we call the collection \( X \) an induced cover. When \( X \) is an induced cover or minimal induced cover, the induced cover inequality

\[
\sum_{i \in X} x^{t}_{i} \leq |X|-1
\]

is clearly valid for both PCK\(_{a,t}\) and the mine scheduling polytope. As noted in [16], given \( X \) with pairwise incomparable elements, if one were to augment \( X \) with predecessors of elements of \( X \), this would only weaken (9), and thus there is no loss in the strength of (9) by enforcing incomparability on elements of \( X \). Minimal induced covers are also discussed in [5,19] with condition (iii) replaced by the stronger (iii') \( \sum_{i \in E(X)} q^{t}_{i} \leq \sum_{s=1}^{t} u^{t}_{s} \) for all \( j \in X \); in the sequel we assume that (iii) applies when using the term minimal.

Note that (7) from Section 3 is a special case of (9), since it is an inequality for minimal induced covers \( X \) with \( |X| = 1 \).

4.1. Polyhedral structure of the precedence constrained knapsack polytope

Garey and Johnson [8] showed that the PCKP is NP-complete. Pseudo-polynomial time algorithms for PCK problems have been developed for simple classes of precedence graphs \([12,13,1,22]\), however, the precedence graphs arising in the mining context generally do not fall into these classes. The polyhedral structure of the problem was first investigated by Boyd [5], who generalised results corresponding to finding cover inequalities for the standard knapsack polytope. In particular, Boyd derived conditions under which inequalities of the form (9) are facet-defining for the convex hull of the feasible solutions to PCK\(_{a,t}\) restricted to the variables in \( E(X) \). Further investigation of the PCK polytope is presented by both Park and Park [16] and van de Leensel et al. [19], where lifting orders and general sequential lifting procedures are derived to lift valid inequalities from lower dimensional faces of the PCK polytope into facets of the PCK polytope. Note that the polytope of the open pit mine production scheduling problem lies in the Cartesian product of the PCK\(_{a,t}\) polytopes for all \( t \in \{1, \ldots, T\} \) and \( a \in A \). Hence inequalities that are facet-defining for PCK\(_{a,t}\) will not necessarily be facet-defining for the mine production scheduling problem.

5. Clique constraints based upon two block conflicts

To test the effectiveness of the induced cover inequalities, we apply them in a cutting plane approach at the root node and, later, within the branch and bound tree. First, we consider only minimal induced covers \( X \) with \( |X| = 2 \).

Let \( t \in \{1, \ldots, T\} \) be a time period, \( i, j \in \{1, \ldots, N\} \) be two distinct incomparable blocks, and suppose \( X = \{i, j\} \) is a minimal induced cover for some attribute in period \( t \). The corresponding induced cover inequality for this pairwise conflict

\[
x^{t}_{i} + x^{t}_{j} \leq 1
\]

is valid for \( (1)-(6) \). Clearly, there are at most \( TN(N-1)/2 \) such pairwise conflicts, and they can be computed easily in polynomial time.

Instead of adding these inequalities directly to the OPMPSP formulation, we take a cutting plane approach and add violated maximal clique inequalities based on these pairwise conflicts. Let \( C \subset \{1, \ldots, N\} \) be a set of blocks such that each pair \( \{i, j\} \subseteq C \) is a minimal induced cover for some attribute in time period \( t \). We call such a set a clique of conflicting blocks for period \( t \). If there is no block \( k \notin C \) such that \( C \cup \{k\} \) forms a larger clique, we say that \( C \) is a maximal clique. Since at most one of the blocks in any such clique \( C \) can be mined by period \( t \), the corresponding (maximal) clique inequality

\[
\sum_{i \in C} x^{t}_{i} \leq 1
\]

is valid for \( (1)-(6) \). It is not difficult to see that the clique inequality (11) implies all pairwise induced cover inequalities (10) for all \( \{i, j\} \subseteq C \), but the linear programming relaxation obtained by adding (11) to formulation \((1)-(6)\) is stronger than the one obtained by adding inequalities (10); see [23] for example. One can also lift in a common predecessor block \( k \) to all blocks in the clique \( C \) to obtain a stronger inequality of the form

\[
\sum_{i \in C} x^{t}_{i} \leq x^{t}_{k}
\]

The conditions when the clique inequalities (11) and the lifted clique inequalities (12) are facet defining are discussed in [2,7].

Fig. 2. Illustration of: (1) A possible induced cover set \( X \) (where each block’s immediate predecessors are the block directly above and the two blocks located directly above at 45° to the left and right). (2) The union of the entire precedence sets \( E(X) \).
Algorithm 1 summarises the construction of these clique inequalities.

**Algorithm 1. Generation of clique inequalities.**

1. For each time period \( t = 1, \ldots, T \), create a graph of pairwise conflicts. The \( N \) vertices of the graph correspond to the \( N \) variables \( x_{it} \), \( i = 1, \ldots, N \). Each edge in the graph corresponds to a pairwise conflict that gives rise to a two block induced cover inequality (10).
2. Set vertex weights to the current primal LP solution \( x_{it}^* \).
3. Compute an (approximate) maximum weight clique \( C \).
4. If there is a common predecessor of all blocks in \( C \), lift the minimum weight predecessor block \( j \) to replace the RHS of (11) with \( x_{jt}^* \); see [2,7] for further details.
5. If the resulting lifted inequality is violated (by more than the minimum violation threshold of 0.001), add the lifted inequality as a globally valid cut to the model.

In general, the problem of finding a maximum clique in Step 3 is NP-hard. However, there are numerous efficient heuristics and exact solution methods for finding maximum weight cliques in general graphs that can be applied. Bomze et al. [3] provide a comprehensive overview of such methods. In our implementation we use the Sequential Greedy heuristic and the combinatorial branch and bound algorithm proposed in [4], which is based on this heuristic, with a limit of at most 100 branch and bound nodes to explore. We remark that Algorithm 1 does not solve the separation problem exactly (which is NP hard), but it does however find a violated clique inequality (11) or lifted clique inequalities (12) if there is a violated two block induced cover inequality (10).

6. Cover constraints based upon multiple block conflicts

To test the effectiveness of the induced cover inequalities for minimal induced covers of size greater than two, we apply them in a cutting plane approach, using a straightforward integer program to solve the separation problem exactly.

Applied at the root node only, the separation problem for the minimal induced cover inequality can be formulated as follows. Given a fractional solution \( \tilde{x} \) to the root node relaxation, we seek a time period \( t \), an attribute \( a \), and a minimal induced cover \( X \) for \( t \) and \( a \), such that (9) is violated by \( \tilde{x} \), i.e. such that

\[
\sum_{i \in X} x_{it}^* > |X| - 1. \tag{13}
\]

If a violated minimal induced cover inequality is found, the corresponding constraint is added to the formulation. We provide an integer programming formulation of this separation problem below.

A model of the separation problem must count each block in the union of the entire precedence sets of the blocks in \( X \) exactly once, as in the development of the aggregated production constraints for multiple blocks. To derive an integer programming model of the separation problem, for each time period \( t \), we let

\[
Z_t = \begin{cases} 
1 & \text{if block } i \text{ is included in the set } X, \\
0 & \text{otherwise},
\end{cases} 
\]

\[
w_t = \begin{cases} 
1 & \text{if block } i \text{ is included in } E(X), \\
0 & \text{otherwise}.
\end{cases}
\]

Given a fractional solution \( \tilde{x} \) of (1)–(5), the problem of finding an induced cover \( X \) for attribute \( a \) and period \( t \) such that \( X \) violates the associated induced cover inequality (9) can be formulated as the following integer program (assuming that \( q_{it}^a \in \mathbb{Z}, q_{it}^a \geq 0 \) for all \( i \) and \( u_{it}^a \in \mathbb{Z}, u_{it}^a \geq 0 \) for all \( s \)):

\[
\max \sum_{i=1}^{N} (x_{it}^* - 1)z_t \quad \text{s.t.} \quad \sum_{i=1}^{N} q_{it}^a w_t \geq \sum_{s=1}^{t} u_{st}^a + 1 \quad \sum_{j \in E_t} z_j \geq w_t \quad \forall t = 1, \ldots, N \\
w_t \leq 1 \quad \forall i = 1, \ldots, N \quad z_t \in \{0, 1\} \quad \forall t = 1, \ldots, N. \tag{12}
\]

If the optimal value of this integer program is strictly greater than \(-1\), the set \( X = \{ i : z_t = 1 \} \) is an induced cover for attribute \( a \) and period \( t \), whose induced cover inequality (9) is violated. If the optimal value of this integer program is less or equal to \(-1\), then (9) is satisfied for all induced covers for attribute \( a \) and period \( t \). Finally, if the integer program is infeasible, then there is no induced cover for attribute \( a \) and period \( t \) at all.

From possibly several optimal solutions of the above integer program we select one which minimises \( \sum_{i=1}^{N} z_t \), using an appropriate perturbation of the objective function in computation. As the cover inequalities resulting from minimal induced covers dominate those resulting from non-minimal induced covers, this is sufficient to ensure that the cover \( X \) corresponding to this solution is indeed a maximally violated minimal induced cover.

The resulting inequalities are applied if they are violated by an amount greater than \(10^{-3}\).

7. Locally valid constraints

If the OMPSP formulation (1)–(6) is solved using an algorithm that is based on branch and bound, the constraints described in Sections 3, 5, and 6 can also be applied within the branch and bound tree. At each node of the tree, several binary variables will already have been fixed. By considering these variable fixings in the variable elimination and separation procedures, we may derive stronger constraints that are locally valid for a particular node.

7.1. Variable fixing based upon single blocks

Consider a node of the branch and bound tree, where for some period \( t \) the variables \( x_{it}^*, i \in F \subset \{1, \ldots, N\} \), have been fixed to 1 by the branching decisions. The precedence relations among the blocks then imply that all variables \( x_{it}^* : i \in E(F) \) are fixed to 1, which only leaves a residual capacity of \( \sum_{s=1}^{t} u_{st}^a - \sum_{i \in E(F)} q_{it}^a \) of resource \( a \in A \) for the remaining blocks. In the spirit of (7), in the current subproblem we therefore can fix

\[
x_{it}^* = 0 \quad \text{for all } i \not\in E(F) \text{ with } \sum_{j \in E(F)} q_{jt}^a > \sum_{s=1}^{t} u_{st}^a - \sum_{i \in E(F)} q_{it}^a \text{ for some } a \in A. \tag{14}
\]

Of course, these fixings are valid only for the subproblem corresponding to the current branch and bound node.

7.2. Clique and cover constraints

To apply separation of clique and cover constraints within the branch and bound tree, the variable fixings corresponding to the current node of the branch and bound tree are additionally imposed upon the corresponding separation problems.
At each node of the branch and bound tree, we consider the residual problem obtained by removing all blocks \( i \) with \( x_i^* \) fixed to 0 or 1 and reducing the residual capacities accordingly. Applying Algorithm 1 for the conflict graph corresponding to the residual problem at each node, locally valid clique constraints are generated. Locally valid minimal induced cover inequalities are generated by solving the auxiliary integer program presented in Section 6 for the residual problem at the nodes.

8. Numerical results

We evaluated the impact of the techniques developed in Sections 3, 5, and 6 on two pits provided by our research partner BHP Billiton. The block models for each pit were tested at four different resolutions, to investigate the effect of our inequalities on models with different block sizes. Note that we only store the average data values for each block, so a larger number of blocks represents greater data resolution.

**Pit 1** is a shallow pit, where the height of the blocks is constant at each of the four resolutions. Hence the lower resolution instances correspond to flat block shapes, which become more cubic as the resolution is increased. So for Pit 1 all blocks can be accessed early in the mine’s life, and there are relatively few precedence constraints in the formulation.

**Pit 2** is a deeper pit, where the number of layers of blocks is also increased as the resolution is increased. Hence for Pit 2 the block shapes are approximately cubic at all resolutions, and there is a greater number of precedence constraints per block in the formulation. Moreover, there are many deep blocks that cannot be accessed until later in the mine’s life.

All models have a mine life of 15 years. Hence the cases tested in Table 1 correspond to five time periods of three years each, and 10 time periods of 18 months each. In all cases the block models contain two attributes, namely the tonnes of rock and the tonnes of ore in each block. The capacity constraints are such that the entire ore body can be extracted over the life of the mine, with the production capacity for each attribute identical in all time periods.

All formulations were solved using CPLEX v11.0 on an Intel Pentium 4 machine with 2.66 GHz and 4 GB RAM running Linux.

2.6. Apart from applying CPLEX’s built-in heuristics more aggressively, the default settings for mixed integer optimisation in CPLEX were used; all integer programs were solved to an optimality gap of 1%. In all tables in this paper, we calculate the root node gap using the LP relaxation after CPLEX has performed its automatic preprocessing algorithms (node 0+ in CPLEX terminology). As expected, it is evident from Table 1 that dividing the life of the mine into smaller time periods significantly increases the difficulty of the integer program, in terms of both the CPU time and the number of branch and bound nodes required to find the optimal integer solution. In addition, the resolution of the block model has a significant effect on the difficulty of solving the integer program to optimality. All CPU times reported include the CPLEX solve time and the time taken by auxiliary algorithms such as calculating the weights of the predecessor sets \( E_i \), forming conflict graphs, and finding maximum weight cliques and induced covers.

8.1. Variable fixing based upon single blocks

The computational advantage of fixing variables to zero according to (7) is shown in the columns labelled “with variable elimination” in Table 1. In each of the 16 instances tested, the strengthened formulation gave a significantly tighter root node relaxation than the standard formulation. The reduction in the gap of the root node relaxation is most pronounced for the higher resolution versions of Pit 2. This is to be expected as there is a higher proportion of deep blocks \( i \) for which \( x_i^* \) may be fixed to 0 for several early periods \( t \). The strengthened formulation outperformed the standard formulation in terms of solution time in all instances, with the greatest reductions occurring for the larger instances of Pit 2. We remark that—even with the most aggressive setting for variable probing—constraints (7) are not automatically detected and applied in the preprocessing phase by CPLEX.

8.2. Cliques based upon two block conflicts

After fixing variables as in the previous section, we applied Algorithm 1 in a cutting plane framework at the root node of the branch and bound tree until no further clique inequalities could be found to cut off the current fractional solution. The results are

<table>
<thead>
<tr>
<th>Data set</th>
<th>Standard formulation</th>
<th>With variable elimination</th>
<th>With clique constraints</th>
<th>With cover constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N \mid</td>
<td>T \mid Vars \mid B&amp;B \mid Root node gap (%) \mid Time (s) \mid Fixed \mid B&amp;B \mid Root node gap (%) \mid Time (s) \mid Clique cuts \mid B&amp;B \mid Root node gap (%) \mid Time (s) \mid Clique cuts \mid Cover cuts \mid B&amp;B \mid Root node gap (%) \mid Time (s)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pit 1</td>
<td>67</td>
<td>190</td>
<td>5</td>
<td>335</td>
</tr>
<tr>
<td>67</td>
<td>190</td>
<td>10</td>
<td>670</td>
<td>41,723</td>
</tr>
<tr>
<td>115</td>
<td>368</td>
<td>5</td>
<td>575</td>
<td>225</td>
</tr>
<tr>
<td>115</td>
<td>368</td>
<td>10</td>
<td>1150</td>
<td>5025</td>
</tr>
<tr>
<td>182</td>
<td>615</td>
<td>10</td>
<td>910</td>
<td>100</td>
</tr>
<tr>
<td>182</td>
<td>615</td>
<td>5</td>
<td>1820</td>
<td>4136</td>
</tr>
<tr>
<td>354</td>
<td>1670</td>
<td>5</td>
<td>1770</td>
<td>3</td>
</tr>
<tr>
<td>354</td>
<td>1670</td>
<td>10</td>
<td>3540</td>
<td>239</td>
</tr>
<tr>
<td>Pit 2</td>
<td>66</td>
<td>312</td>
<td>5</td>
<td>330</td>
</tr>
<tr>
<td>66</td>
<td>312</td>
<td>10</td>
<td>660</td>
<td>1567</td>
</tr>
<tr>
<td>90</td>
<td>544</td>
<td>5</td>
<td>450</td>
<td>2102</td>
</tr>
<tr>
<td>90</td>
<td>544</td>
<td>10</td>
<td>900</td>
<td>10,473</td>
</tr>
<tr>
<td>166</td>
<td>1551</td>
<td>5</td>
<td>830</td>
<td>460</td>
</tr>
<tr>
<td>166</td>
<td>1551</td>
<td>10</td>
<td>1660</td>
<td>44,359</td>
</tr>
<tr>
<td>420</td>
<td>5900</td>
<td>5</td>
<td>2100</td>
<td>2514</td>
</tr>
<tr>
<td>420</td>
<td>5900</td>
<td>10</td>
<td>4200</td>
<td>71,268</td>
</tr>
</tbody>
</table>
presented in the columns labelled “with clique constraints” in Table 1. The addition of clique inequalities made further significant reductions to the root node gap across all instances. With some exceptions, adding the clique inequalities also produced fewer branch and bound nodes and faster solution times than the variable fixing based on single blocks alone.

### 8.3. Covers based upon multiple block conflicts

After fixing variables and adding clique inequalities as in the previous two sections, we searched for separating induced cover inequalities using the integer programming formulation given in Section 6, and applied them in a standard cutting plane approach at the root node of the branch and bound tree. At each iteration of the cutting plane algorithm, we first search for violated cliques as in the previous section, and only if no clique inequality is found, do we apply the separation algorithm from Section 6. The results are shown in the columns labelled “with cover constraints” in Table 1.

The greatest benefit from adding induced cover inequalities for multiple blocks is that in all cases, the root node gap has decreased when compared to the gaps reported in the single and two block columns of Table 1. The decrease in root node gap is most pronounced for the larger instances of Pit 2, which are the most computationally demanding problems. This indicates that there is potential for further computational improvement if these inequalities can be derived efficiently.

Clearly, the computation time for finding violated minimal induced cover inequalities by solving an integer program is prohibitive. Even though minimal induced cover inequalities have been generated only at the root node of the branch and bound tree, the proportion of time spent in the separation subroutine ranged from 1% to 88% of the overall solution time, with an average of 70% over all instances. However, the structure of the separation problem is quite nice; it is close to a precedence constrained knapsack problem. Hence finding efficient exact algorithms or effective heuristics may be possible; this is a direction for future research.

### 8.4. Locally valid constraints

As we show in Table 2, the impact of performing locally valid variable fixing and adding locally valid inequalities is mixed.

Variable elimination within the branch and bound tree resulted in a reduction (or no change) in the number of branch and bound nodes over performing variable elimination at the root node alone in all but two instances; see the “with variable elimination” columns of Table 2. In terms of solution time, further improvements were seen in some instances, although in other instances, the auxiliary calculations required overtook the modest gains in solution time.

The addition of clique inequalities based on two-block conflicts in the branch and bound tree produces similar improvements. In the “with clique constraints” columns of Table 2 we see a reduction in branch and bound nodes over the application of clique inequalities at the root node only in all but one instance. However, while some solution times improve, the results are mixed, due largely to the required auxiliary calculations.

The addition of multiple block induced cover inequalities within the branch and bound tree became too expensive in terms of computation time; see the “with cover constraints” columns of Table 2. The time required for solving the separation problem at every node of branch and bound tree dramatically increases the overall solution times. The proportion of time spent in solving the artificial integer programs in the separation subroutine for the multiple block induced cover inequalities ranged from 65% to 98% of the overall solution time, with an average of 97% over all instances. The time spent on variable elimination and the generation of clique inequalities together, on the other hand, ranged between 0.1% and 0.9% of the overall solution time only.

To avoid the expensive multiple block induced cover calculations, we also tried applying variable elimination and clique inequalities in the branch and bound tree, but applying multiple block induced cover inequalities at the root node only. While this was of course faster than applying multiple block induced cover inequalities within the tree, the results in terms of branch and bound nodes and solution times were not much different than applying all procedures at the root node only. We therefore have not included these results in Table 2.

### 9. Conclusions and future work

The single block variable elimination derived in Section 3 was found to be highly beneficial in the majority of cases tested, in
particular for reducing the CPU time required by the solver as the height of the blocks decreased. Addition of clique inequalities based on two-block conflicts at the root node was also found to be beneficial in terms of decreasing the root node gap, reducing the number of branch and bound nodes, and decreasing solution times.

The columns labelled “multiple blocks” in Tables 1 and 2 demonstrate that when generating minimal induced cover inequalities for multiple blocks we need to be careful. No variables are eliminated by such constraints, and generation of these inequalities is computationally demanding. This can lead to an increase in the overall CPU time. All of our strengthening approaches were also applied within the branch and bound tree, but we found that while some further improvements were possible, most of the gains were already obtained by applying these approaches at the root node.

We did not attempt to lift the constraints used in this paper (beyond the lifting used in Algorithm 1). As mentioned earlier, our constraints can all be viewed as valid inequalities for a particular precedence constrained knapsack polytope. Techniques for lifting such inequalities have been developed [16,19]; these techniques could be applied to further strengthen our constraints. But as the computation of the right lifting coefficients is expensive, the effect of lifting on the overall CPU time may be negative.

Finally, future work could include the development of further strong, or even facet defining inequalities for the OPMPSP formulation (1)–(6). One approach is to find inequalities that are facet-defining for the PCK polytope. Results in this direction will form the separation problem. Another important area for future research.
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