Abstract

This article investigates the existence of solutions to second-order boundary value problems (BVPs) for systems of ordinary differential inclusions. The boundary conditions may involve two or more points. Some new inequalities are presented that guarantee a priori bounds on solutions to the differential inclusion under consideration. These a priori bound results are then applied, in conjunction with appropriate topological methods, to prove some new existence theorems for solutions to systems of BVPs for differential inclusions. The new conditions allow the treatment of systems of BVPs in the absence of maximum principles and growth conditions. The results are also new for differential equations involving Carathéodory or even continuous right-hand sides.
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1 Introduction

This paper considers the existence of solutions to the following second-order system of differential inclusions,

\[ x'' \in F(t, x, x'), \quad \text{for a.e. } t \in [0, 1], \]  

subject to either of the boundary conditions

\[ x(0) + u_1 x(c) = A_1, \quad x'(1) = A_2, \quad c \in (0, 1] \text{ is fixed}; \]  
\[ x'(0) = A_3, \quad x(1) + u_2 x(d) = A_4, \quad d \in [0, 1) \text{ is fixed}, \]

where: \( F : [0, 1] \times \mathbb{R}^n \times \mathbb{R}^n \to \mathcal{K}(\mathbb{R}^n) \) is a “multifunction” and \( \mathcal{K}(\mathbb{R}^n) \) is the family of all nonempty convex and compact subsets of \( \mathbb{R}^n \) \( (n > 1) \); each \( A_i \) is a given constant in \( \mathbb{R}^n \); each \( u_i \neq -1 \) is a given constant in \( \mathbb{R} \); and “a.e.” stands for “almost every”.

The boundary conditions (2), (3) may involve two or three points, depending on where \( c \) and \( d \) lie in \([0,1]\) and, of course, whether any \( u_i \) is zero. Special cases of the boundary conditions include:

\[ x(0) + u_1 x(1) = A_1, \quad x'(1) = A_2, \]  
\[ x(0) = A_1, \quad x'(1) = A_2, \]  
\[ x'(0) = A_3, \quad x(1) + u_2 x(0) = A_4, \]  
\[ x'(0) = A_3, \quad x(1) = A_4, \]  
\[ x(0) + u_1 x(c) = A_1, \quad x'(1) = A_2, \quad c \in (0, 1) \text{ is fixed}, \]  
\[ x'(0) = A_3, \quad x(1) + u_2 x(d) = A_4, \quad d \in (0, 1) \text{ is fixed}. \]

The study of differential inclusions has been motivated by their applications, for example, to the areas of control and in the treatment of differential equations with discontinuities in the right-hand side [3, 26, 29]. An integral aspect of the aforementioned applications are two-, three- and four-point boundary value problems involving differential inclusions, which have enjoyed much interest recently: [2, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 17, 18, 19, 20, 22, 21, 24, 25, 28, 30].

In the quest for existence of solutions to differential inclusions, the application of appropriate topologically inspired fixed-point methods generally relies on the obtention of \textit{a priori} bounds on possible solutions to a family of differential inclusions related to (1) and a corresponding family of boundary conditions [23, 27].

This paper formulates new, quite general and easily verifiable conditions involving \( F \) in the form of a single dynamic inequality such that the aforementioned \textit{a priori} on solutions are guaranteed. The new \textit{a priori} bound results are then applied, in conjunction with appropriate topological methods adapted from [16], to prove some novel results ensuring the existence of solutions. Several corollaries to
the new results are presented that form new existence results in their own right for BVPs involving systems of differential equations.

For more on differential inclusions or BVPs, we refer the reader to [1, 3, 14, 15, 23, 29].

To present the new results, the necessary notation is defined as follows.

**Definition 1.1** Suppose that \( E \) and \( G \) are Banach spaces and \( X \subset E \) and \( Y \subset G \) are subsets. Denote the family of all nonempty convex and compact subsets of \( Y \) by \( \mathcal{K}(Y) \). A multivalued map \( \Gamma : X \to \mathcal{K}(Y) \) is called upper semi-continuous (u.s.c.) if \( \{ x \in X : \Gamma(x) \subset U \} \) is an open subset of \( X \) for any open \( U \) in \( Y \).

**Definition 1.2** In what follows, consider the following Banach function spaces:

\[
C([0,1]; \mathbb{R}^n) = \{ u : [0,1] \to \mathbb{R}^n : u \text{ is continuous on } [0,1] \}
\]

with the norm \( \| u \|_\infty = \sup_{t \in [0,1]} \| u(t) \| \) where \( \| \cdot \| \) denotes the usual Euclidean norm in \( \mathbb{R}^n \); and \( \langle \cdot, \cdot \rangle \) will denote the usual inner product on \( \mathbb{R}^n \);

\[
L^2([0,1]; \mathbb{R}^n) = \{ u : [0,1] \to \mathbb{R}^n : \| u(t) \| \text{ is } L^2\text{-integrable} \}
\]

with the norm

\[
\| u \|_2 = \left( \int_0^1 \| u(t) \|^2 \, dt \right)^{1/2};
\]

\[
H^k([0,1]; \mathbb{R}^n) = \{ u : [0,1] \to \mathbb{R}^n : u \text{ has weak derivatives } u^{(i)} \in L^2([0,1]; \mathbb{R}^n) \text{ for } 0 \leq i \leq k \}
\]

with the norm

\[
\| u \|_{2,k} = \max \{ \| u^{(i)} \|_2 : 0 \leq i \leq k \};
\]

The spaces \( H^k([0,1]; \mathbb{R}^n) \) are the usual Sobolev spaces of vector functions, denoted also by \( W^{k,2}([0,1]; \mathbb{R}^n) \) (for more details see [14]).

The following notion of a Carathéodory map or multifunction will be central in the results to follow.

**Definition 1.3** A multifunction \( F : [0,1] \times \mathbb{R}^m \to \mathcal{K}(\mathbb{R}^n) \) is said to be a Carathéodory multifunction in case it satisfies the following conditions:

(i) the map \( t \to F(t,u) \) is Lebesgue measurable for each \( u \in \mathbb{R}^m \);

(ii) the map \( u \to F(t,u) \) is u.s.c. for each \( t \in [0,1] \);
(iii) for any \( r \geq 0 \) there is a function \( \psi_r \in L^2[0, 1] \) such that for all \( t \in [0, 1] \), \( u \in \mathbb{R}^m \) with \( \|u\| \leq r \) and \( y \in F(t, u) \) we have \( \|y\| \leq \psi_r(t) \).

The following general existence theorem will be very useful for minimizing the length of existence proofs in the remainder of the paper. The proof of the result is closely linked with that of [16, Theorem 3.1] through an application of topological transversality [23] and thus is omitted.

**Theorem 1.4** Suppose that \( F : [0, 1] \times \mathbb{R}^n \times \mathbb{R}^n \to \mathcal{K}(\mathbb{R}^n) \) is a Carathéodory multifunction and that \( a_1, \ldots, a_4, b_1, \ldots, b_4 \) are given constants in \( \mathbb{R} \) with \( \sum_{i=1}^4 a_i^2 > 0 \) and \( \sum_{i=1}^4 b_i^2 > 0 \) and that \( A, B \) are given constants in \( \mathbb{R}^n \). If there exists a positive constant \( R \) (independent of \( \lambda \)) such that:

\[
\max\{\|x\|, \|x'\|\} < R, \tag{10}
\]

for all solutions \( x \) to

\[
x'' \in \lambda F(t, x, x'), \quad \text{for a.e. } t \in [0, 1],
\]

\[
a_1x(0) + a_2x(c) + a_3x'(0) + a_4x'(1) = \lambda A, \quad c \text{ fixed in } (0, 1), \tag{11}
\]

\[
b_1x(1) + b_2x(d) + b_3x'(0) + b_4x'(1) = \lambda B, \quad d \text{ fixed in } [0, 1), \tag{12}
\]

for \( \lambda \in [0, 1] \); and if the only solution to (11) - (13) for \( \lambda = 0 \) is the zero solution; then, for \( \lambda = 1 \), (11) - (13) has at least one solution in \( H^2([0, 1]; \mathbb{R}^n) \).

## 2 A Priori Bounds

In order to apply Theorem 1.4, some new a priori bound results for solutions to differential inclusions are now presented. The inequalities used do not rely on maximum principles or on growth conditions.

**Lemma 2.1** Let \( N \) be a positive constant. If

\[
\inf\{\langle x', w \rangle : w \in F(t, x, x'), \|x'\| = N\} > 0, \tag{14}
\]

\[
\|A_2\| < N, \tag{15}
\]

then all solutions to (1), (2) satisfy

\[
\|x(t)\| < \frac{\|A_1\| + N(1 + |u_1|)}{|1 + u_1|}, \quad \|x'(t)\| < N, \text{ for a.e. } t \in [0, 1].
\]
Proof Let $x$ be a solution to (1), (2). We use “proof by contradiction” and assume that there exists a $t_0 \in [0, 1]$ such that $\|x'(t_0)\| \geq N$. Obviously from (15) we see that $t_0 \in [0, 1)$. Next, define the function

$$r(t) = \|x'(t)\|^2 - N^2,$$

and assume that $r$ attains its non-negative maximum value on $[0, 1]$ at $t_0 \in [0, 1)$. By (15) and the continuity of $r$, there must exist a $t_1 \in [t_0, 1)$ such that $r(t_1) = 0$ (so $\|x'(t_1)\| = N$) and

$$0 \geq r'(t_1) = 2\langle x'(t_1), x''(t_1) \rangle \geq 2 \inf \{ \langle x'(t_1), w(t_1) \rangle : w(t_1) \in F(t_1, x(t_1), x'(t_1)), \|x'(t_1)\| = N \} > 0,$$

by (14), and a contradiction is reached. Therefore $\|x'(t)\| < N$, for a.e. $t \in [0, 1]$.

For a.e. $t \in [0, 1]$,

$$|1 + u_1| \|x(t)\| - \|x(0) + u_1 x(c)\| \leq \|x(t) - x(0) + u_1 (x(t) - x(c))\| \leq \| \int_0^t x'(s) ds + u_1 \int_c^t x'(s) ds \| < (1 + |u_1|) N,$$

and rearrange to obtain

$$\|x(t)\| < \frac{\|A_1\| + N(1 + |u_1|)}{|1 + u_1|}, \quad \text{for a.e. } t \in [0, 1].$$

Lemma 2.2 Let $N$ be a positive constant. If

$$\inf \{ \langle x', w \rangle : w \in F(t, x, x'), \|x'\| = N \} < 0, \quad (16)$$

$$\|A_3\| < N, \quad (17)$$

then all solutions to (1), (3) satisfy

$$\|x(t)\| < \frac{\|A_4\| + N(1 + |u_2|)}{|1 + u_2|}, \quad \|x'(t)\| < N, \quad \text{for a.e. } t \in [0, 1].$$

Proof The proof is virtually identical to that of Lemma 2.1 and so is only briefly discussed. Define $r$ as in the proof of Lemma 2.1. Arguing by contradiction, there exists a $t_0 \in (0, 1]$ such that $r(t_0) \geq 0$ and there exists a $t_2 \in (0, t_0]$ such that $r(t_2) = 0$ with $0 \leq r'(t_2)$. A contradiction arises from (16). The a priori bound on $x$ follows a similar line as in the proof of Lemma 2.1. \qed
Remark 2.3 If $F$ is a singleton set, consisting of one Carathéodory vector function, that is, when $F(t, x, x') = \{ f(t, x, x') \}$ and $f : [0, 1] \times \mathbb{R}^{2n} \to \mathbb{R}^{n}$ ($n > 1$), then conditions (14) and (16) respectively reduce to

\[
\langle x', f(t, x, x') \rangle > 0, \quad \text{for a.e.} \ t \in [0, 1], \ \forall x \in \mathbb{R}^{n}, \ \|x'\| = N, \quad (18)
\]

\[
\langle x', f(t, x, x') \rangle < 0, \quad \text{for a.e.} \ t \in [0, 1], \ \forall x \in \mathbb{R}^{n}, \ \|x'\| = N. \quad (19)
\]

3 Existence of Solutions

In this section some new existence theorems are presented for solutions to (1) subject to either (2) or (3). The a priori bound lemmas from Section 2 are utilised, in conjunction with Theorem 1.4, to produce the new results. The conditions in the new existence theorems do not involve any maximum principles or growth restrictions on $F$ and therefore are applicable to a wider class of certain problems than those dealt with in [16].

Theorem 3.1 Let $F : [0, 1] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \to K(\mathbb{R}^{n})$ be a Carathéodory multifunction and let $N$ be a positive constant. If (14) and (15) hold then (1), (2) has at least one solution in $H^2([0, 1]; \mathbb{R}^{n})$.

Proof Consider the following family of BVPs associated with (1), (2)

\[
x'' \in \lambda F(t, x, x'), \quad \text{for a.e.} \ t \in [0, 1],
\]

\[
x(0) + u_1 x'(c) = \lambda A_1, \quad x'(1) = \lambda D, \quad c \in (0, 1] \text{ is fixed},
\]

where $\lambda \in [0, 1]$ and see that this is in the form (11), (12). Also see that, for $\lambda = 1$, (20), (21) is equivalent to the BVP (1), (2).

All that is required is to show that the conditions of Theorem 1.4 hold.

Since $u_1 \neq -1$ it is easy to see by direct computation that the only solution to (20), (21) is the zero solution.

We now show that (20), (21) satisfy the conditions of Lemma 2.1. Consider $w \in F(t, x, x')$ and let $w_1 = \lambda w$ where $w_1 \in \lambda F(t, x, x')$. See that, for $\lambda = 0$ the only solution to (20), (21) is the zero solution (and thus an a priori bound holds), so assume from now on that $\lambda \in (0, 1]$.

Since (14) holds we then have

\[
0 < \lambda \inf \{ \langle x', w \rangle : w \in F(t, x, x'), \ |x'| = N \}
\]

\[
= \inf \{ \langle x', \lambda w \rangle : w \in F(t, x, x'), \ |x'| = N \}
\]

\[
= \inf \{ \langle x', w_1 \rangle : w_1 \in \lambda F(t, x, x'), \ |x'| = N \}.
\]
Also, from (15),
\[ N > \|A_2\| \geq \|\lambda A_2\|. \]

So we have an \textit{a priori} bound on \(x\) and \(x'\) by Lemma 2.1. Hence, if we define \( R > 0 \) by
\[ R := \max \left\{ \frac{\|A_1\| + N(1 + |u_1|)}{|1 + u_1|}, N \right\}, \]

then all of the conditions of Theorem 1.4 are satisfied and the family (20), (21) has a solution for \(\lambda = 1\). Then so must the BVP (1), (2). \(\square\)

**Theorem 3.2** Let \( F : [0, 1] \times \mathbb{R}^n \times \mathbb{R}^n \to K(\mathbb{R}^n) \) be a Carathéodory multifunction and let \( N \) be a positive constant. If (16) and (17) hold then (1), (3) has at least one solution in \( H^2([0, 1]; \mathbb{R}^n) \).

**Proof** In view of Lemma 2.2, the proof is virtually identical to that of Theorem 3.1. \(\square\)

**Corollary 3.3** Let \( F : [0, 1] \times \mathbb{R}^n \times \mathbb{R}^n \to K(\mathbb{R}^n) \) be a Carathéodory multifunction and let \( N \) be a positive constant. If (14) and (15) hold then (1), (4) has at least one solution in \( H^2([0, 1]; \mathbb{R}^n) \).

**Proof** Immediate from Theorem 3.1. \(\square\)

**Corollary 3.4** Let \( F : [0, 1] \times \mathbb{R}^n \times \mathbb{R}^n \to K(\mathbb{R}^n) \) be a Carathéodory multifunction and let \( N \) be a positive constant. If (14) and (15) hold then (1), (5) has at least one solution in \( H^2([0, 1]; \mathbb{R}^n) \).

**Proof** Immediate from Theorem 3.1. \(\square\)

**Corollary 3.5** Let \( F : [0, 1] \times \mathbb{R}^n \times \mathbb{R}^n \to K(\mathbb{R}^n) \) be a Carathéodory multifunction and let \( N \) be a positive constant. If (16) and (17) hold then (1), (6) has at least one solution in \( H^2([0, 1]; \mathbb{R}^n) \).

**Proof** Immediate from Theorem 3.2. \(\square\)

**Corollary 3.6** Let \( F : [0, 1] \times \mathbb{R}^n \times \mathbb{R}^n \to K(\mathbb{R}^n) \) be a Carathéodory multifunction and let \( N \) be a positive constant. If (16) and (17) hold then (1), (7) has at least one solution in \( H^2([0, 1]; \mathbb{R}^n) \).

**Proof** Immediate from Theorem 3.2. \(\square\)
Corollary 3.7 Let $F : [0,1] \times \mathbb{R}^n \times \mathbb{R}^n \to K(\mathbb{R}^n)$ be a Carathéodory multifunction and let $N$ be a positive constant. If (14) and (15) hold then (1), (8) has at least one solution in $H^2([0,1];\mathbb{R}^n)$.

Proof Immediate from Theorem 3.1. □

Corollary 3.8 Let $F : [0,1] \times \mathbb{R}^n \times \mathbb{R}^n \to K(\mathbb{R}^n)$ be a Carathéodory multifunction and let $N$ be a positive constant. If (16) and (17) hold then (1), (9) has at least one solution in $H^2([0,1];\mathbb{R}^n)$.

Proof Immediate from Theorem 3.2. □

4 On Differential Equations

If $F$ is a singleton set consisting of one Carathéodory vector function, that is, when $F(t, x, x') = \{f(t, x, x')\}$ and $f : [0,1] \times \mathbb{R}^{2n} \to \mathbb{R}^n$ ($n > 1$), then (1) reduces to

$$x'' = f(t, x, x'), \quad \text{for a.e. } t \in [0,1],$$

(22)

and the following new existence results follow as corollaries to the results of Section 3. The proofs involve applying the respective theorems to (1) for the special case $F(t, x, x') = \{f(t, x, x')\}$.

Corollary 4.1 Let $f : [0,1] \times \mathbb{R}^n \to \mathbb{R}^n$ be a Carathéodory function and let $N$ be a positive constant. If (18) and (15) hold then (22), (2) has at least one solution in $H^2([0,1];\mathbb{R}^n)$.

Corollary 4.2 Let $f : [0,1] \times \mathbb{R}^n \to \mathbb{R}^n$ be a Carathéodory function and let $N$ be a positive constant. If (19) and (17) hold then (22), (3) has at least one solution in $H^2([0,1];\mathbb{R}^n)$.

Corollary 4.3 Let $f : [0,1] \times \mathbb{R}^n \to \mathbb{R}^n$ be a Carathéodory function and let $N$ be a positive constant. If (18) and (15) hold then (22), (4) has at least one solution in $H^2([0,1];\mathbb{R}^n)$.

Corollary 4.4 Let $f : [0,1] \times \mathbb{R}^n \to \mathbb{R}^n$ be a Carathéodory function and let $N$ be a positive constant. If (18) and (15) hold then (22), (5) has at least one solution in $H^2([0,1];\mathbb{R}^n)$.

Corollary 4.5 Let $f : [0,1] \times \mathbb{R}^n \to \mathbb{R}^n$ be a Carathéodory function and let $N$ be a positive constant. If (19) and (17) hold then (22), (6) has at least one solution in $H^2([0,1];\mathbb{R}^n)$.
Corollary 4.6 Let \( f : [0, 1] \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \) be a Carathéodory function and let \( N \) be a positive constant. If (19) and (17) hold then (22), (7) has at least one solution in \( H^2([0, 1]; \mathbb{R}^n) \).

Corollary 4.7 Let \( f : [0, 1] \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \) be a Carathéodory function and let \( N \) be a positive constant. If (18) and (15) hold then (22), (8) has at least one solution in \( H^2([0, 1]; \mathbb{R}^n) \).

Corollary 4.8 Let \( f : [0, 1] \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \) be a Carathéodory function and let \( N \) be a positive constant. If (19) and (17) hold then (22), (9) has at least one solution in \( H^2([0, 1]; \mathbb{R}^n) \).

Remark 4.9 In fact, Corollaries 4.7 and 4.8 are new, even in the case when \( f : [0, 1] \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \) is a continuous, scalar-valued function.

5 Examples

In this final section the applicability of the new results is highlighted through two examples.

Example 5.1 Let \( x = (x_1, x_2) \) and \( p = (p_1, p_2) \). Consider (1), (5) for \( n = 2 \), where

\[
F(t, x, p) = F(t, x_1, x_2, p_1, p_2) = \bigcup_{\kappa \in [1, 2]} \begin{pmatrix}
    p_2 e^{x_2 p_2} + \kappa (x_1^2 + 1)p_1^3 + 1 \\
    -p_1 e^{x_2 p_2} + \kappa (x_2^2 + 1)p_2^3 + 1
\end{pmatrix}, \quad t \in [0, 1],
\]

\[
\begin{pmatrix}
    x_1(0) \\
    x_2(0)
\end{pmatrix} = \begin{pmatrix}
    1 \\
    1
\end{pmatrix}, \quad \begin{pmatrix}
    x_1'(1) \\
    x_2'(1)
\end{pmatrix} = \begin{pmatrix}
    1 \\
    1
\end{pmatrix}.
\]

There is no growth condition applicable to \( F \) and thus the theorems of [16] do not apply. We will apply Theorem 3.1.

For \( N \) to be chosen below, consider, for all \( f(t, x, p) \in F(t, x, p) \)

\[
\langle p, f(t, x, p) \rangle = \kappa [(x_1^2 + 1)p_1^4 + (x_2^2 + 1)p_2^4] + p_1 + p_2 
\geq p_1^4 + p_1 + p_2^4 + p_2 
> 0 \quad \text{for} \quad \|p\| = 4,
\]

thus (14) holds for \( N = 4 \).

It is easy to see that (15) holds. Thus Theorem 3.1 is applicable and the BVP has a solution. \( \square \)
As previously pointed out in Remark 4.9 the results contained in this paper are new, for three-point BVPs with continuous $f$.

**Example 5.2** Consider the following three-point scalar BVP

$$x'' = f(t, x, p) = (t^2 + 1 + x^2)pe^p, \quad t \in [0, 1],$$

$$x(0) + x(1/2) = 1, \quad x'(1) = 1.$$ 

We will apply Corollary 4.1.

For $N$ to be chosen below, consider,

$$\langle p, f(t, x, p) \rangle = (t^2 + 1 + x^2)pe^p > 0 \quad \text{for} \quad \|p\| = N = 2,$$

thus (18) holds for $N = 2$. It is easy to see that (15) holds. Corollary (4.1) is applicable and the BVP has a solution.
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