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Abstract

The theory of dynamic equations on time scales provides an important bridge between the fields of differential and difference equations. It is particularly useful in describing phenomena that possess a hybrid continuous–discrete behaviour in their growth, like many temperate–zone insect populations and crops. A dynamic equation on a time scale is a generalised ‘two–in–one’ model, it serves as a differential equation for purely continuous domains and as a difference equation for purely discrete ones.

The field of “dynamic equations on time scales” is about 20 years old. As such, much of the basic (yet very important) linear theory has been established, however the non–linear extensions are yet to be fully developed. This thesis aims to fill this gap by providing the foundational framework of non–linear results from which further lines of inquiry can be launched.

This thesis answers several important questions regarding the qualitative and quantitative properties of solutions to non–linear dynamic equations on time scales. Namely,

(i) When do solutions exist?
(ii) If solutions exist, then are they unique?
(iii) How can such solutions be closely approximated?
(iv) How can we explicitly solve certain problems to extract their solutions?

The methods employed to address the above questions include: dynamic inequalities; iterative techniques and the method of successive approximations; and the fixed point approaches of Banach and Schauder.
Contents

1 Introduction .................................................. 9
   1.1 Historical development of the theory .................. 9
   1.2 Applications ............................................ 10
   1.3 Contribution of this work .............................. 10
      1.3.1 Publications arising from this work .............. 11
   1.4 Literature review ....................................... 11
   1.5 The main idea ........................................... 11
   1.6 Development and organisation ......................... 12

2 The non–multiplicity of solutions .......................... 15
   2.1 Introduction .............................................. 15
      2.1.1 The main objective ................................. 16
      2.1.2 What we mean by a solution ....................... 17
      2.1.3 Approach and organisation ......................... 19
   2.2 Lipschitz criteria on $\mathbb{T}$ .......................... 20
   2.3 Peano criterion on $\mathbb{T}$ ............................ 34

3 Successive approximation of solutions .................... 39
   3.1 Introduction .............................................. 39
      3.1.1 The main objective ................................. 40
      3.1.2 Methodology and organisation ..................... 41
   3.2 Picard–Lindelöf Theorem on $\mathbb{T}$ .......................... 43
      3.2.1 Existence of successive approximations as continuous functions 45
   3.3 Local existence of solutions ......................... 47
3.3.1 Convergence of successive approximations and uniqueness of solution ........................................ 58
3.4 Global existence of solutions .................................................. 61
3.5 Keller’s existence theorem on $T$ ............................................. 66
3.6 Peano’s existence theorem on $T$ ............................................ 71
3.7 Higher order equations ......................................................... 76

4 Existence results using Banach’s fixed point theory 81
4.1 Introduction ................................................................. 81
4.1.1 The main objective ..................................................... 82
4.1.2 Methodology and organisation ........................................ 82
4.2 The Banach fixed point theorem ........................................... 83
4.3 Construction of a Banach space in $T$ ................................... 85
4.4 Existence and uniqueness of solutions ................................ 89
4.5 Generalisations ............................................................. 97
4.6 Local Banach theory ......................................................... 100
4.7 Lipschitz continuity of solutions ........................................... 104
4.8 Dynamic equations of higher order ...................................... 108

5 Existence results using lower and upper solutions 113
5.1 Introduction ................................................................. 113
5.1.1 The main objective ..................................................... 114
5.1.2 Methodology and organisation ........................................ 115
5.2 Existence results ........................................................... 115
5.3 Approximation results ........................................................ 126

6 Some explicit solutions 131
6.1 Introduction ................................................................. 131
6.2 The separation of variable approach .................................... 132
6.3 Solution by substitution ....................................................... 135

7 Conclusions and open problems 139
A Notation and fundamentals

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>A.1 Notation</td>
<td>141</td>
</tr>
<tr>
<td>A.2 Basic time scale calculus</td>
<td>142</td>
</tr>
<tr>
<td>A.2.1 Continuity in time scales</td>
<td>146</td>
</tr>
<tr>
<td>A.3 The delta and nabla derivatives</td>
<td>148</td>
</tr>
<tr>
<td>A.4 The delta and nabla integrals</td>
<td>154</td>
</tr>
<tr>
<td>A.6 Special functions</td>
<td>157</td>
</tr>
<tr>
<td>A.7 Dynamic equations on time scales</td>
<td>160</td>
</tr>
<tr>
<td>A.7.1 Linear dynamic equations</td>
<td>162</td>
</tr>
<tr>
<td>A.7.2 The non-linear dynamic equations</td>
<td>163</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Historical development of the theory

The study of dynamic equations on time scales was initiated by S. Hilger (1988) when he introduced the concept and calculus of measure chains in his attempt to unify mathematical analyses of continuous and discrete dynamics, see [?]. Dynamic equations describe the ideas of continuous and discrete mathematics through a single type of equation that could be equally useful to model processes defined on continuous domains, discrete domains or both at the same time. This means that dynamic equations present a hybrid framework of continuous and discrete dynamic modelling. This hybrid framework serves as a differential equation when the time scale is connected and as a difference equation when the time scale is the set of integers. For this reason, the equations involved are termed as dynamic equations on time scales.

There has been wide research in the field of dynamic equations on time scales. A systematic development of dynamic systems on time scales initiated by Hilger [?] was considered later in a monograph [?] and a few articles comprising time scale inequalities [?], exponential functions on time scales [?], boundary value problems [?] and linear dynamic equations [?], revealing several lines of further investigation. A more comprehensive collection of ideas including the time scale calculus, the linear and some non–linear theory and the dynamic inequalities was presented in [?]. This book has been the major source of literature in this work. There has been further advancement related to dynamic equations on time scales gathered in [?]. These advancements have been on: nabla dynamic equations [?]; lower and upper solutions
to boundary value problems [?]; self-adjoint equations with mixed derivatives [?]; measure theory [?]; positive solutions of boundary value problems [?], [?]; higher order dynamic equations [?]; boundary value problems on infinite intervals [?]; symplectic systems [?], [?], [?]; oscillatory and non-oscillatory dynamic equations on time scales [?], [?], [?]; and impulsive dynamic equations [?], [?], [?].

1.2 Applications

The above advancements suggest some open areas for a unified analytic approach. For instance: dynamic modelling of ecological systems [?], [?]; analysis of various complex dynamic models regarding social and economic systems [?], [?]; dynamic modelling using neural networks for natural and artificial intelligent systems [?], [?], [?], [?], [?], [?]; modelling of phenomena undergoing pulsations or time–delay effects [?], [?]; modelling describing behaviours regarding changes in population dynamics [?], [?], [?]; and dynamic models regarding epidemic diseases and their outcomes and control [?].

The above ideas open new horizons for analysis and modelling of various types of phenomena having hybrid structure and attracted researchers from all over the world to take interest into this relatively young area of applied mathematics. As a result, analogues of many ideas from differential and difference calculus have been developed into the time scale setting. Naturally, this led to the development of mathematical modelling involving dynamic equations on time scales as a more generalised and flexible mode of understanding physical phenomena through a single type of equation.

1.3 Contribution of this work

So far researchers in the field of dynamic equations on time scales have developed a profound linear theory. This work contributes to the non–linear theory by establishing properties of solutions to non–linear dynamic equations on time scales. The properties explored include: non–multiplicity of solutions; successive approximations of solutions via classical methods; and existence and uniqueness of solutions using fixed point theory, as well as the method of upper and lower solutions within the
time scale setting. In addition, methods are provided to solve non-linear dynamic
equations on time scales by separation of variables and by substitution. Thus, the
current work will be of interest for theoretical and applied mathematicians as well
as for graduate students having some background in ordinary differential equations
and functional analysis.

1.3.1 Publications arising from this work

A number of results herein have been published in [?] and [?]. Another set of results
[?] has been submitted for publication.

1.4 Literature review

Since this work examines properties of solutions to non-linear first order dynamic
equations on time scales, several pieces of literature regarding solutions of first and
second order initial and boundary value problems have been studied. These include
books and articles on existence and uniqueness of solutions using fixed point meth-
ods, such as [?], [?], [?], [?], [?], [?]; using degree theory or maximum principles [?],
[?]; using dynamic inequalities [?]; and using approximation methods [?], [?]. In
addition, properties like multiplicity/non-multiplicity of solutions [?] and bounded-
ness and uniqueness of solutions to dynamic equations on time scales [?] have also
been studied. Considering [?], [?] and [?] as primary sources, investigation has been
carried out for existence and uniqueness of solutions to first order non-linear (delta)
dynamic initial value problems using fixed point methods and the classical method
of successive approximations and for (nabla) dynamic equations using the method
of upper and lower solutions.

1.5 The main idea

This work concerns first order dynamic equations of the type

\[ x^\Delta = f(t, x), \quad (1.5.1) \]
\[ x^\Delta = f(t, x^\sigma), \quad (1.5.2) \]
and of the type
\[ x^\nabla = f(t, x). \] (1.5.3)

The symbols \( \Delta \) and \( \nabla \) used above carry the ‘feature’ of a derivative in the time scale setting. The only difference between these two is of the forward and backward movement of a point in the time scale. Thus, results involving functions allowing advancement to the ‘right’ of a point in the time scale will be discussed in terms of a dynamic equation of the type (1.5.1) or (1.5.2) called ‘delta equations’. Results are produced considering these IVPs as \( n \)-dimensional systems for \( n \geq 1 \).

On the other hand, results involving functions carrying the feature of backward movement will be produced discussing (1.5.3) called a ‘nabla equation’, which is a scalar dynamic IVP as it involves scalar functions \( x \) and \( f \). See notation on page 141.

While equations (1.5.1) and (1.5.2) look similar, they are actually different. For example: if
\[ f(t, x) := t + x, \]
then, using the Simple Useful Formula in Theorem A.3.2(4), we obtain
\[
\begin{align*}
x^\Delta &= f(t, x^\sigma) = t + x^\sigma \\
&= t + \mu x^\Delta + x \\
&= \mu x^\Delta + f(t, x) \\
&= \mu f(t, x^\sigma) + f(t, x).
\end{align*}
\]
This yields,
\[ f(t, x^\sigma) = \frac{f(t, x)}{1 - \mu}. \]
Here \( \mu \) is the graininess function defined in (A.1.1), such that \( \mu \neq 1 \).

### 1.6 Development and organisation

This thesis is organised in the following manner.

In Chapter 2, we discuss non–multiplicity of solutions to dynamic initial value problems involving delta equations. Our results in this chapter use a generalised
uniform Lipschitz condition and Gronwall’s inequality in the context of time scales. The ideas presented in the chapter will be used in many other results in the following chapters. Results are also presented using other conditions in the absence of the Lipschitz condition. Examples have been provided to reinforce results. The non–multiplicity of solutions leads to further investigations like existence, uniqueness and smoothness of solutions. These properties have been explored and discussed in the following chapters.

In Chapter 3, we use classical methods of constructing approximate solutions to the IVPs involving delta equations, within a subset of a time scale interval as well as in the entire interval, following the Picard Lindelöf approach. The results have been established considering the initial approximation as a continuous function of time. We have used the Lipschitz condition and the Weierstrass test as important tools to prove our results in this chapter. Existence and uniqueness results have also been presented considering our IVP as the limit of a sequence of IVPs, with the help of Arzela–Ascoli theorem, while the Lipschitz condition is not used. The results have been reinforced with examples and extended to higher order dynamic equations.

In Chapter 4, the existence and uniqueness of solutions of the IVPs involving delta equations has been established using the Banach’s fixed point theorem. We prove these results by defining new ways of measuring distances using the exponential functions and, hence, constructing Banach spaces on the time scale platform. Doing this, we have been able to eliminate some previously established restrictions on the existence of unique solutions to our dynamic IVPs. We also discuss a special case of our results in this chapter, where they have been applied within certain balls using the local Banach theory. Moreover, The unique solutions established through our results have been shown to be Lipschitz continuous with respect to the initial value. The results in this chapter have also been extended to higher order dynamic equations.

Chapter 5 consists of existence results for nabla initial value problems. To work with these equations, the time scale calculus regarding the nabla derivative and the nabla integral has been discussed and the IVPs have been redefined. The results in this chapter are obtained using the method of lower and upper solutions and provide a way of ‘locating’ solutions to the given IVPs within the range defined by lower and upper solutions. The Arzela–Ascoli theorem and Schauder’s fixed point theorem
have been used as the main tools to prove our results in this chapter.

In Chapter 6, we present explicit solutions to some non–linear delta equations employing methods of separation of variables and solution by substitution. The ideas provide novel ways of solving non–linear dynamic equations extending ideas from the theory of differential equations.

The thesis is concluded with some open problems and questions for further research.

An explanation of notation along with some preliminary aspects of time scale calculus used in this work is provided in Appendix A at the end of the thesis. The time scale calculus includes definitions and properties of forward and backward movement functions in the time scale, continuity, delta and nabla differentiation, delta and nabla integration, the chain rule and the special functions. The above concepts have been explained with the help of ample examples using a variety of time scales. Results regarding unique solutions of linear dynamic equations have been presented and non–linear forms of dynamic equations have been introduced.
Chapter 2

The non–multiplicity of solutions

2.1 Introduction

In this chapter, we explore the “non–multiplicity” of solutions to first order dynamic initial value problems on time scales. We discuss conditions under which these IVPs have either one solution or no solution at all.

The multiplicity and non–multiplicity of solutions to dynamic initial value problems is mathematically interesting for both theoretical and practical purposes. The initial condition and the function $f$ play a vital role in determining whether a given IVP has at least one solution, at most one solution, exactly one solution or no solution. For example, consider the dynamic IVP

$$x^\Delta = \frac{x - 1}{t}, \quad \text{for all } t \in (0, \infty)_T;$$  \hspace{1cm} (2.1.1)

$$x(0) = 1. \hspace{1cm} (2.1.2)$$

Note that there are infinite number of solutions $x(t) = 1 + ct$, where $c$ is an arbitrary constant, to the above IVP for all $t \in (0, \infty)_T$. However, if we change the initial condition to $x(0) = 0$, then there is no solution. On the other hand, an initial condition $x(1) = 1$ would result in only one solution corresponding to $c = 0$.

Similarly, if we change the function $f$ to $\frac{x + 1}{t}$, for all $t \in (0, \infty)_T$, then (2.1.1),
(2.1.2) takes the form
\[ x^\Delta = \frac{x + 1}{t}, \quad \text{for all } t \in (0, \infty)_T; \quad (2.1.3) \]
\[ x(0) = 1. \quad (2.1.4) \]

Solutions to (2.1.3) would be of the form \( x(t) = -1 + ct \), where \( c \) is an arbitrary constant, and would not satisfy (2.1.4).

Thus, a change in the initial condition or the function \( f \) can change the multiplicity of solutions to an IVP.

In real life problems, it may not be possible to change the initial or prevailing states of a problem modelled by a dynamic equation. If we know \textit{a priori} that a mathematical formulation of a physical system is an initial value problem that has either one solution or no solution, then the ‘existence’ of a solution to the system would guarantee its uniqueness. In this way, the property ‘one solution or no solution’ of an initial value problem forms a basic stepping stone to explore further properties. This property is termed as the \textit{non–multiplicity} of solutions.

Most of the ideas in our results have gained inspiration from the non–linear theory of ordinary differential equations. Analogues of these ideas have been transformed to the time scale setting and add to the non-linear theory of dynamic equations on time scales.

\underline{2.1.1 The main objective}

Let \( t_0, a \in \mathbb{T} \) and \( a > t_0 \). Let \([t_0, t_0 + a]_\mathbb{T}\) be an arbitrary interval in \( \mathbb{T} \) and \( D \subseteq \mathbb{R}^n \). Consider a right–Hilger–continuous (see Definition A.2.2), possibly non–linear function \( f : [t_0, t_0 + a]_\mathbb{T}^\mathbb{R} \times D \to \mathbb{R}^n \). That is, \( f \) maps elements of \([t_0, t_0 + a]_\mathbb{T}^\mathbb{R} \times D\) to \( \mathbb{R}^n \) for \( n \geq 1 \).

Let \( x_0 \) be a point of \( \mathbb{R}^n \). Consider the initial value problems
\[ x^\Delta = f(t, x), \quad \text{for all } t \in [t_0, t_0 + a]; \quad (2.1.5) \]
\[ x(t_0) = x_0, \quad (2.1.6) \]
and
\[ x^\Delta = f(t, x^\sigma), \quad \text{for all } t \in [t_0, t_0 + a]; \quad (2.1.7) \]
\[ x(t_0) = x_0. \quad (2.1.8) \]
The main aim of this chapter is to answer the question:

*Under what conditions do the systems (2.1.5), (2.1.6) and (2.1.7), (2.1.8) of dynamic IVPs have, at most, one solution? That is, when do these IVPs have either one solution, or no solution at all?*

Some of our results in this chapter concern a so called *scalar* dynamic IVP which is a special case of (2.1.5), (2.1.6) or (2.1.7), (2.1.8) considering $\mathbb{R}^n$ for $n = 1$. Thus, for a right–Hilger–continuous scalar function $f : [t_0, t_0 + a]_T \times D \rightarrow \mathbb{R}$, the scalar dynamic IVP of the first type will be

$$x^\Delta = f(t, x), \quad \text{for all } t \in [t_0, t_0 + a]_T; \quad (2.1.9)$$

$$x(t_0) = x_0, \quad (2.1.10)$$

and of the second type will be of the similar form with $x$ replaced by $x^\sigma$ in the right hand side of (2.1.9).

### 2.1.2 What we mean by a solution

The following definitions describe solutions to the dynamic IVPs (2.1.5), (2.1.6) and (2.1.7), (2.1.8).

**Definition 2.1.1** Let $D \subseteq \mathbb{R}^n$. A solution of (2.1.5), (2.1.6) on $[t_0, t_0 + a]_T$ is a function $x : [t_0, t_0 + a]_T \rightarrow \mathbb{R}^n$ such that: the points $(t, x(t)) \in [t_0, t_0 + a]_T \times D$; $x(t)$ is delta differentiable with $x^\Delta(t) = f(t, x(t))$ for each $t \in [t_0, t_0 + a]_T$; and $x(t_0) = x_0$.

**Definition 2.1.2** Let $D \subseteq \mathbb{R}^n$. A solution of (2.1.7), (2.1.8) on $[t_0, t_0 + a]_T$ is a function $x : [t_0, t_0 + a]_T \rightarrow \mathbb{R}^n$ such that: the points $(t, x(t)) \in [t_0, t_0 + a]_T \times D$; $x(t)$ is delta differentiable with $x^\Delta(t) = f(t, x^\sigma(t))$ for each $t \in [t_0, t_0 + a]_T$; and $x(t_0) = x_0$.

The following preliminary lemmas give equivalence of the dynamic IVPs (2.1.5), (2.1.6) and (2.1.7), (2.1.8) with delta integral equations of the form (A.7.5) and (A.7.6) respectively. Delta integral equations are more convenient to work with.
Lemma 2.1.3 Consider the dynamic IVP (2.1.5), (2.1.6). Let $f: [t_0, t_0 + a]_{\tau}^\kappa \times D \to \mathbb{R}^n$ be a right–Hilger–continuous function. A function $x$ solves (2.1.5), (2.1.6) on $[t_0, t_0 + a]_{\tau}$ if and only if it solves the delta integral equation

$$x(t) = \int_{t_0}^{t} f(s, x(s)) \, \Delta s + x_0, \quad \text{for all } t \in [t_0, t_0 + a]_{\tau}. \quad (2.1.11)$$

**Proof:** Let $x$ be a solution of (2.1.5), (2.1.6) on $[t_0, t_0 + a]_{\tau}$. Then $x$ is delta differentiable on $[t_0, t_0 + a]_{\tau}$ by Definition 2.1.1, and so is continuous on $[t_0, t_0 + a]_{\tau}$. Moreover, $x$ satisfies

$$x^\Delta(t) = f(t, x(t)), \quad \text{for all } t \in [t_0, t_0 + a]_{\tau}. \quad (2.1.12)$$

We delta integrate both sides of (2.1.12) over $[t_0, t]_{\tau}$ obtaining

$$\int_{t_0}^{t} x^\Delta(s) \, \Delta s = \int_{t_0}^{t} f(s, x(s)) \, \Delta s, \quad \text{for all } t \in [t_0, t_0 + a]_{\tau}. \quad (2.1.13)$$

The right hand side of the above equation is well defined as, by Theorem A.5.2, right–Hilger–continuous functions are always delta integrable. Delta integrating the left hand side, we obtain

$$x(t) - x(t_0) = \int_{t_0}^{t} f(s, x(s)) \, \Delta s, \quad \text{for all } t \in [t_0, t_0 + a]_{\tau}. \quad (2.1.14)$$

Using (2.1.6), we obtain

$$x(t) = x_0 + \int_{t_0}^{t} f(s, x(s)) \, \Delta s, \quad \text{for all } t \in [t_0, t_0 + a]_{\tau}. \quad (2.1.15)$$

Hence, $x$ is a solution to (2.1.11).

Conversely, let $x$ satisfy (2.1.11). Then by delta differentiating (2.1.11), we obtain

$$x^\Delta(t) = f(t, x(t)), \quad \text{for all } t \in [t_0, t_0 + a]_{\tau}. \quad (2.1.16)$$

It is also evident from (2.1.11) that

$$x(t_0) = x_0.$$

Hence $x$ satisfies (2.1.6). Moreover, since $x$ is continuous on $[t_0, t_0 + a]_{\tau}^\kappa$ and $f$ is right–Hilger–continuous on $[t_0, t_0 + a]_{\tau}^\kappa \times D$, $x^\Delta$ is rd–continuous on $[t_0, t_0 + a]_{\tau}^\kappa$ such that $x(t) \in D$. Thus, $x$ is a solution of (2.1.5), (2.1.6) such that the points $(t, x(t)) \in [t_0, t_0 + a]_{\tau} \times D$. 
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Lemma 2.1.4 Consider the dynamic equations (2.1.7), (2.1.8). Let \( f : [t_0, t_0 + a]_T \times D \to \mathbb{R}^n \) be a right–Hilger–continuous function. Then a function \( x \) solves (2.1.7), (2.1.8) on \([t_0, t_0 + a]_T\) if and only if it solves the delta integral equation
\[
    x(t) = \int_{t_0}^t f(s, x^\sigma(s)) \, \Delta s + x_0, \quad \text{for all } t \in [t_0, t_0 + a]_T. \tag{2.1.14}
\]

\textbf{Proof:} The proof is similar to that of Lemma 2.1.3 and is omitted.

\[\square\]

Remark 2.1.5 We note that Lemma 2.1.3 and Lemma 2.1.4 also hold for \( f \) being continuous, as all continuous functions are right–Hilger–continuous and are delta integrable (see Theorem A.5.2).

2.1.3 Approach and organisation

The techniques employed to answer the question in Subsection 2.1.1 involve the introduction and formulation of appropriate dynamic inequalities. The inequalities are extensions and refinements from the theory of ordinary differential equations to the more general time scale environment.

Many results in this chapter are proved through applications of the Lipschitz condition and Gronwall’s inequality. In some results, we use modifications of the Lipschitz condition that are formed using ideas from ordinary differential equations with suitable transformations according to the requirements of the time scale calculus.

In this section, we establish foundational definitions and lemmas regarding solutions to the IVP (2.1.5), (2.1.6), the IVP (2.1.7), (2.1.8) and the IVP (2.1.9), (2.1.10). Our results in this chapter are organised in the following manner.

In Section 2.2, we extend the ideas of Lipschitz for non–multiplicity results from ordinary differential equations to the generalised time scale platform using the well–known Lipschitz condition [?, Definition 8.14(iv)] and Gronwall’s inequality [?, Theorem 6.4]. We also develop non–multiplicity results using modifications of Lipschitz condition.

In Section 2.3, we establish a Peano criterion [?, p.10] on an arbitrary time scale \( T \) to obtain non–multiplicity results for (2.1.9), (2.1.10) for cases where the Lipschitz criteria do not work.
2.2 Lipschitz criteria on $T$

The following definition will be referred to as the uniform Lipschitz condition for $f$ on $[t_0, t_0 + a]_{\mathbb{T}} \times D$. The uniform Lipschitz condition will be a fundamental tool to establish results regarding existence and/or uniqueness of solutions to dynamic initial value problems in this work. The idea comes from [?, Definition 8.14(iv)], [?, p.151] and [?, Definition 8.8].

**Definition 2.2.1 The uniform Lipschitz condition**

Let $D \subseteq \mathbb{R}^n$ and $f : [t_0, t_0 + a]_{\mathbb{T}} \times D \rightarrow \mathbb{R}^n$. If there exists a constant $L > 0$ such that

$$\|f(t, p) - f(t, q)\| \leq L\|p - q\|, \text{ for all } (t, p), (t, q) \in [t_0, t_0 + a]_{\mathbb{T}} \times D,$$

then we say $f$ satisfies a uniform Lipschitz condition on $[t_0, t_0 + a]_{\mathbb{T}} \times D$. □

If $f$ satisfies the uniform Lipschitz condition (2.2.1) on $[t_0, t_0 + a]_{\mathbb{T}} \times D$ then $f$ is said to be Lipschitz continuous on $[t_0, t_0 + a]_{\mathbb{T}} \times D$. Any value of $L$ satisfying (2.2.1) is called a Lipschitz constant for $f$ on $[t_0, t_0 + a]_{\mathbb{T}} \times D$.

Classically, the Lipschitz constant $L$ in (2.2.1) is independent of $x$ and $t$ but may, in general, depend on the domain $[t_0, t_0 + a]_{\mathbb{T}} \times D$ [?, p.6]. It is not easy, in general, to identify if a function satisfies the Lipschitz continuity in a given domain. However, if $[t_0, t_0 + a]_{\mathbb{T}} \times D$ is convex and $f$ is a smooth function on $[t_0, t_0 + a]_{\mathbb{T}} \times D$, then the following theorem [?, p.22], [?, p.248], [?, Lemma 3.2.1] is helpful to identify if a given function satisfies a Lipschitz condition on $[t_0, t_0 + a]_{\mathbb{T}} \times D$.

**Theorem 2.2.2** Let $b > 0$. Let $t_0 \in \mathbb{T}$ and $x_0 \in \mathbb{R}^n$. Consider a function $f$ defined on a rectangle of the type

$$R^c := \{(t, p) \in \mathbb{T}^c \times \mathbb{R}^n : t \in [t_0, t_0 + a]_{\mathbb{T}}, \|p - x_0\| \leq b\},$$

or on an infinite strip of the type

$$S^c := \{(t, p) \in \mathbb{T}^c \times \mathbb{R}^n : t \in [t_0, t_0 + a]_{\mathbb{T}}, \|p\| < \infty\}.$$

If $\frac{\partial f(t, p)}{\partial p_i}$ exists for all $i = 1, 2, \ldots$, and is continuous on $R^c$ (or $S^c$), and there is a constant $K > 0$ such that for all $(t, p) \in R^c$ (or $S^c$), we have

$$\left\| \frac{\partial f(t, p)}{\partial p_i} \right\| \leq K, \quad \text{for all } i = 1, 2, \ldots,$$  (2.2.4)
then $f$ satisfies a Lipschitz condition on $\mathbb{R}^\kappa$ (or $S^\kappa$) with Lipschitz constant $K = L$.

**Proof:** For a proof see [?, Lemma 3.2.1].

\[ \square \]

**Remark 2.2.3** Note in the above theorem that $\frac{\partial f(t, p)}{\partial p_i}$ is the slope of the tangent line at any point $(t, p)$ in $\mathbb{R}^\kappa$ or $S^\kappa$ in the direction of the $i$-th component of $p$. Therefore, if the rate of change of $f(t, p)$ is bounded at all points $(t, p)$ and the line joining any two points $(t, p), (t, q)$ can not have a slope steeper than a certain positive number $K$, then $f$ remains within $\pm K(p - x_0)$ for $\mathbb{R}^\kappa$ and within $\pm K\|p\|$ for $S^\kappa$.

\[ \square \]

**Remark 2.2.4** Also note that the inequality (2.2.4) is a sufficient condition for the Lipschitz condition (2.2.1) to hold for all $f$ that have bounded partial derivatives with respect to the second argument on $\mathbb{R}^\kappa$ or $S^\kappa$.

\[ \square \]

The following is a corollary of Gronwall’s inequality [?, Corollary 6.6] in the time scale setting. Historically, Gronwall’s inequality has been widely used as a tool to prove existence and uniqueness of solutions to initial value problems. We use this result to prove non–multiplicity of solutions to the IVPs (2.1.5), (2.1.6) and (2.1.7), (2.1.8) in this chapter and in many other results in latter chapters.

**Corollary 2.2.5** Let $t_1 \in \mathbb{T}$ and $z \in C_{rd}(\mathbb{T})$. Let $l : \mathbb{T} \to (0, \infty)$ with $l \in \mathbb{R}^+$. If $z$ and $l$ satisfy

\[ z(t) \leq \int_{t_1}^{t} l(s)z(s) \Delta s \quad \text{for all } t \in \mathbb{T}, \]

then

\[ z(t) \leq 0, \quad \text{for all } t \in \mathbb{T}. \quad (2.2.5) \]

\[ \square \]
Now we present our first result regarding non–multiplicity of solutions to the dynamic IVP (2.1.5), (2.1.6), using the above corollary, when the rate of change in $f$ is bounded by a positive constant. The result is an extension of Lipschitz’s classical non–multiplicity result from ordinary differential equations, see [?, Theorem 1.2.4], [?, Theorem 3.4] and [?, p.152], to the time scale setting.

**Theorem 2.2.6** Let $D \subseteq \mathbb{R}^n$ and $f : [t_0, t_0 + a]_T \times D \to \mathbb{R}^n$ be a right–Hilger–continuous function. If there exists a constant $L > 0$ such that

$$\|f(t, p) - f(t, q)\| \leq L \|p - q\|,$$

for all $(t, p), (t, q) \in [t_0, t_0 + a]_T \times D; \quad (2.2.6)$

then the IVP (2.1.5), (2.1.6) has, at most, one solution, $x$, such that $x(t) \in D$ for all $t \in [t_0, t_0 + a]_T$.

**Proof:** Let $x, y$ be two solutions of (2.1.5), (2.1.6) with $x(t) \in D$ and $y(t) \in D$ for all $t \in [t_0, t_0 + a]_T$. We show that $x \equiv y$ on $[t_0, t_0 + a]_T$.

By Lemma 2.1.3, we have

$$x(t) = x_0 + \int_{t_0}^{t} f(s, x(s)) \Delta s, \quad \text{for all } t \in [t_0, t_0 + a]_T$$

and

$$y(t) = x_0 + \int_{t_0}^{t} f(s, y(s)) \Delta s, \quad \text{for all } t \in [t_0, t_0 + a]_T.$$

Then for all $t \in [t_0, t_0 + a]_T$, we have

$$\|x(t) - y(t)\| \leq \int_{t_0}^{t} \|f(s, x(s)) - f(s, y(s))\| \Delta s$$

$$\leq L \int_{t_0}^{t} \|x(s) - y(s)\| \Delta s,$$

where we have used (2.2.6) in the last step. Applying Corollary 2.2.5, taking $l(t) := L$ and $z(t) := \|x(t) - y(t)\|$ for all $t \in [t_0, t_0 + a]_T$, we obtain

$$\|x(t) - y(t)\| \leq 0, \quad \text{for all } t \in [t_0, t_0 + a]_T.$$

But $\|x(t) - y(t)\|$ is non–negative for all $t \in [t_0, t_0 + a]_T$. Thus, $x(t) = y(t)$ for all $t \in [t_0, t_0 + a]_T$. 

$\square$

Note that the result in [?, Theorem 3.2] is a special case of the above result where $l(t) := L$, a constant function for all $t \in [t_0, t_0 + a]_T$. 
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Corollary 2.2.7  The above theorem also holds if $f$ has continuous partial derivatives with respect to the second argument and there exists $K > 0$ such that $\left\| \frac{\partial f(t, p)}{\partial p} \right\| \leq K$. In that case, $f$ satisfies the Lipschitz condition 2.2.6 on $[t_0, t_0 + a]_T^\mathbb{T} \times D$ with $L := K$ by Theorem 2.2.2.

\[ \square \]

Example 2.2.8 Let $D := \{ p \in \mathbb{R}^2 : \| p \| \leq 2 \}$, where $p = (p_1, p_2)$. Consider the IVP

\[
x^\Delta = f(t, x) = (1 + x_1^2, t^2 + x_2), \quad \text{for all } t \in [0, 1]^T; \\
x(0) = (1, 0).
\]

We claim that this dynamic IVP has, at most, one solution, $x$, such that $\| x(t) \| \leq 2$ for all $t \in [0, 1]^T$.

\[ \textbf{Proof:} \text{ We show that } f(t, p) := (1 + p_1^2, t^2 + p_2) \text{ satisfies the conditions of Theorem 2.2.6 for all } (t, p) \in [0, 1]^T_T \times D. \]

Note that for $p = (p_1, p_2) \in D$, we have $p_1^2 + p_2 \leq 4$. Thus, $|p_1| \leq 2$ and $|p_2| \leq 2$.

1. $f$ is right–Hilger–continuous on $[0, 1]^T_T \times D$: We note that the composition function $g(t) := (1 + (x_1(t))^2, t^2 + x_2(t))$ is rd–continuous for all $t \in [0, 1]^T_T$.

Thus, our $f$ is right–Hilger–continuous on $[0, 1]^T_T \times D$;

2. $f$ is Lipschitz continuous on $[0, 1]^T_T \times D$: We note that for all $t \in [0, 1]^T_T$ and $(p_1, p_2) \in D$, we have

\[
\left\| \frac{\partial f}{\partial p_1} \right\| = \|(2p_1, 0)\| = |2p_1| \leq 4.
\]

Similarly, we obtain

\[
\left\| \frac{\partial f}{\partial p_2} \right\| = \|(0, 1)\| = 1.
\]

Thus, employing Corollary 2.2.7, we have (2.2.6) holding for $L = 4$.

Hence, all conditions of Theorem 2.2.6 are satisfied and we conclude that our example has, at most, one solution, $x(t) \in D$, for all $t \in [0, 1]^T_T$.

\[ \square \]
Our next result concerns the scalar dynamic IVP (2.1.9), (2.1.10) when a right–Hilger–continuous scalar function \( f \) satisfies a one–sided Lipschitz condition defined as follows.

**Definition 2.2.9** Let \( D \subseteq \mathbb{R} \) and \( f : [t_0, t_0 + a]_{\mathbb{T}}^\mathbb{R} \times D \to \mathbb{R} \) be right–Hilger–continuous. If there exists \( L > 0 \) such that, for all \( p > q \), the inequality

\[
f(t, p) - f(t, q) \leq L(p - q), \quad \text{for all } (t, p), (t, q) \in [t_0, t_0 + a]_{\mathbb{T}}^\mathbb{R} \times D
\]

holds, then \( f \) is said to satisfy a one-sided Lipschitz condition on \([t_0, t_0 + a]_{\mathbb{T}}^\mathbb{R} \times D\).

□

In the light of the above definition, we can establish a corollary of Theorem 2.2.2 to obtain a sufficient condition for a function \( f \) to satisfy the one–sided Lipschitz condition 2.2.7 on \([t_0, t_0 + a]_{\mathbb{T}}^\mathbb{R} \times D\).

**Corollary 2.2.10** Let \( a, b > 0 \). Let \( t_0 \in \mathbb{T} \) and \( x_0 \in \mathbb{R} \). Consider a function \( f \) defined either on \( \mathbb{R}^\kappa \) (or \( \mathbb{S}^\kappa \)). If \( \frac{\partial f(t, p)}{\partial p_i} \) exists for all \( i = 1, 2, \cdots \), and is continuous on \( \mathbb{R}^\kappa \) (or \( \mathbb{S}^\kappa \)), and there is a constant \( K > 0 \) such that for all \( (t, p) \in \mathbb{R}^\kappa \) (or \( \mathbb{S}^\kappa \)), we have

\[
\frac{\partial f(t, p)}{\partial p_i} \leq K, \quad \text{for all } i = 1, 2, \cdots,
\]

then \( f \) satisfies the one-sided Lipschitz condition 2.2.7 on \( \mathbb{R}^\kappa \) (or \( \mathbb{S}^\kappa \)) with Lipschitz constant \( K = L \).

**Proof**: The proof is similar to that of [?, Lemma 3.2.1] except that \( \frac{\partial f(t, p)}{\partial p} \) is considered bounded above by \( L = K \).

□

**Remark 2.2.11** The above theorem shows that if the rate of change of \( f(t, p) \) is bounded above at all points \( (t, p) \) and the line joining any two points \( (t, p), (t, q) \) can not have a slope steeper than a certain positive number \( K \), then \( f \) remains below the line \( K(p - x_0) \) for \( \mathbb{R}^\kappa \) and below the line \( Kp \) for \( \mathbb{S}^\kappa \).
Our next theorem is a time scale extension of [? , Theorem 1.2.5] and is a non–multiplicity result when \( f \) satisfies a one–sided Lipschitz condition on \([t_0, t_0 + a]_T \times D\).

**Theorem 2.2.12** Let \( D \subset \mathbb{R} \) and \( f : [t_0, t_0 + a]_T \times D \rightarrow \mathbb{R} \) be right–Hilger–continuous. If there exists a constant \( L > 0 \) such that the inequality (2.2.7) holds for \( p > q \), then the IVP (2.1.9), (2.1.10) has, at most, one solution, \( x \), with \( x(t) \in D \) for all \( t \in [t_0, t_0 + a]_T \).

**Proof:** Let \( t_1, t_2 \in (t_0, t_0 + a]_T \) and \( t_2 > t_1 \). There are two cases to consider. In both cases, our argument is of the proof by contradiction style.

Case 1: Without loss of generality we assume solutions \( x, y \) with \( x(t) \in D \) and \( y(t) \in D \) for all \( t \in [t_0, t_0 + a]_T \), that satisfy

\[
\begin{align*}
x(t) = y(t), & \quad \text{for all } t \in [t_0, t_1]_T \subset [t_0, t_2]_T, \\
\text{and} & \quad x(t) < y(t), \quad \text{for all } t \in (t_1, t_2]_T.
\end{align*}
\]

Therefore, for \( t \in (t_1, t_2]_T \), we have from Lemma 2.1.3

\[
y(t) - x(t) = \int_{t_1}^{t} (f(s, y(s)) - f(s, x(s))) \Delta s \\
\leq L \int_{t_1}^{t} (y(s) - x(s)) \Delta s,
\]

where we have used (2.2.7) in the last step. Applying Corollary 2.2.5, taking \( l(t) := L \) and \( z(t) := y(t) - x(t) \), we obtain

\[
y(t) - x(t) \leq 0, \quad \text{for all } t \in (t_1, t_2]_T,
\]

which is a contradiction to (2.2.10).

Case 2: If \( x, y \) satisfy \( x(t) \in D \) and \( y(t) \in D \) for all \( t \in [t_0, t_0 + a]_T \), with

\[
\begin{align*}
x(t) = y(t), & \quad \text{for all } t \in [t_0, t_1]_T \subset [t_0, t_2]_T, \\
\text{and} & \quad x(t) > y(t), \quad \text{for all } t \in (t_1, t_2]_T,
\end{align*}
\]

then, using (2.2.7), we have, for all \( t \in (t_1, t_2]_T \),

\[
x(t) - y(t) = \int_{t_1}^{t} (f(s, x(s)) - f(s, y(s))) \Delta s \\
\leq L \int_{t_1}^{t} (x(s) - y(s)) \Delta s.
\]
Again applying Corollary 2.2.5, taking \( l(t) := L \) and \( z(t) := x(t) - y(t) \), we have

\[
x(t) - y(t) \leq 0, \quad \text{for all } t \in (t_1, t_2)_T,
\]

which is a contradiction to (2.2.11). Hence, \( x(t) - y(t) = 0 \) for all \( t \in [t_0, t_0 + a]_T \).

Thus, \( x(t) = y(t) \) for all \( t \in [t_0, t_0 + a]_T \).

\[ \square \]

Note that the above result is more flexible than Theorem 2.2.6 which requires an upper as well as a lower bound on the change in \( f \) for the existence of non–multiple solutions to (2.1.9), (2.1.10).

**Corollary 2.2.13** The above theorem also holds if \( f \) has continuous partial derivatives with respect to the second argument and there exists \( K > 0 \) such that \( \frac{\partial f(t, p)}{\partial p} \leq K \). In that case, \( f \) satisfies the one–sided Lipschitz condition on \( S^c \) with \( L := K \) by Corollary 2.2.10.

\[ \square \]

**Remark 2.2.14** The above corollary weakens the condition of Corollary 2.2.7 for a smooth function \( f \) on \( R^k \) or \( S^c \) and the existence of an upper bound on \( \frac{\partial f}{\partial p} \) is sufficient for (2.2.7) to exist on \([t_0, t_0 + a]_T \times D \).

\[ \square \]

Our further results concern the non–multiplicity of solutions to the dynamic IVPs (2.1.5), (2.1.6) and (2.1.7), (2.1.8) which Theorem 2.2.6 or Corollary 2.2.10 do not directly apply to.

In the next result, we consider a positive constant \( L \) such that \( -2L \in R^+ \). That is, \( 1 - 2\mu L > 0 \). This is possible if we can choose \( L \) large enough such that the step size, \( \mu(t) \), can be made smaller than \( \frac{1}{2L} \) for all \( t \in [t_0, t_0 + a]_T \) or vice versa.

We employ this condition to prove the non–multiplicity of solutions to the vector dynamic IVP (2.1.7), (2.1.8), within a domain \( D \subseteq R^n \) by constructing a modified one–sided Lipschitz condition. This result has gained inspiration from [?], Theorem 3.2.2] for ordinary differential equations.
Theorem 2.2.15 Let $D \subseteq \mathbb{R}^n$ and $f : [t_0, t_0 + a]_{\mathbb{T}}^\infty \times D \to \mathbb{R}^n$ be right–Hilger–continuous. If there exists a positive constant $L > 0$ with $-2L \in \mathbb{R}^+$ such that $f$ satisfies the condition

$$
\langle f(t, p) - f(t, q), p - q \rangle \leq L \|p - q\|^2,
$$

for all $(t, p), (t, q) \in [t_0, t_0 + a]_{\mathbb{T}}^\infty \times D,$

then the IVP (2.1.7), (2.1.8) has, at most, one solution $x$, with $x(t) \in D$ for all $t \in [t_0, t_0 + a]_{\mathbb{T}}$.

Proof: Let $x$ and $y$ be two solutions of (2.1.7), (2.1.8), with $x(t) \in D$ and $y(t) \in D$ for all $t \in [t_0, t_0 + a]_{\mathbb{T}}$. Consider

$$
v(t) := \|x(t) - y(t)\|^2, \quad \text{for all } t \in [t_0, t_0 + a]_{\mathbb{T}}.
$$

We show that $v \equiv 0$ on $[t_0, t_0 + a]_{\mathbb{T}}$ and so $x$ and $y$ are the same function.

Using the product rule (Theorem A.3.5(3)) and the simple useful formula (SUF, Theorem A.3.2(4)) for all $t \in [t_0, t_0 + a]_{\mathbb{T}}$, we have

$$
v^\Delta(t) = \langle x^\Delta(t) - y^\Delta(t), x(t) - y(t) \rangle + \langle x^\sigma(t) - y^\sigma(t), x^\Delta(t) - y^\Delta(t) \rangle
$$

$$
= \langle x^\Delta(t) - y^\Delta(t), x^\sigma(t) - \mu(t)x^\Delta(t) - y^\sigma(t) + \mu(t)y^\Delta(t) \rangle
$$

$$
= \langle x^\Delta(t) - y^\Delta(t), x^\Delta(t) - y^\Delta(t) \rangle + \langle x^\sigma(t) - y^\sigma(t), x^\Delta(t) - y^\Delta(t) \rangle
$$

$$
= 2\langle x^\Delta(t) - y^\Delta(t), x^\sigma(t) - y^\sigma(t) \rangle + \langle x^\Delta(t) - y^\Delta(t), -\mu(t)(x^\Delta(t) - y^\Delta(t)) \rangle
$$

$$
= 2\langle x^\Delta(t) - y^\Delta(t), x^\sigma(t) - y^\sigma(t) \rangle - \mu(t)\|x^\Delta(t) - y^\Delta(t)\|^2
$$

$$
\leq 2\langle x^\Delta(t) - y^\Delta(t), x^\sigma(t) - y^\sigma(t) \rangle - \mu(t)\|x^\Delta(t) - y^\Delta(t)\|^2
$$

$$
= 2\langle f(t, x^\sigma(t)) - f(t, y^\sigma(t)), x^\sigma(t) - y^\sigma(t) \rangle
$$

$$
\leq 2L \|x^\sigma(t) - y^\sigma(t)\|^2
$$

$$
= 2Lv^\sigma(t),
$$

where we have used (2.2.12) in the second last step.

Thus,

$$
v^\Delta(t) \leq 2Lv^\sigma(t), \quad \text{for all } t \in [t_0, t_0 + a]_{\mathbb{T}}^\infty.
$$

Rearranging, we obtain

$$
v^\Delta(t) - 2Lv^\sigma(t) \leq 0, \quad \text{for all } t \in [t_0, t_0 + a]_{\mathbb{T}}^\infty. \quad (2.2.13)
$$
Since \(-2L \in \mathcal{R}^+\), we use \(e^{-2L(t,t_0)}\) as an integrating factor in (2.2.13). Thus, we obtain

\[v^\Delta(t)e^{-2L(t,t_0)} - 2Le^{-2L(t,t_0)}v^\sigma(t) \leq 0, \quad \text{for all } t \in [t_0, t_0 + a]_T^\mu.\]

Using the product rule (Theorem A.3.5(3)) again, we have

\[\left[ v(t)e^{-2L(t,t_0)} \right]^\Delta \leq 0, \quad \text{for all } t \in [t_0, t_0 + a]_T^\mu. \quad (2.2.14)\]

We note that \(v(t)e^{-2L(t,t_0)}\) is non-increasing for all \(t \in [t_0, t_0 + a]_T\). Since \(v(t_0) = 0\) and \(e^{-2L(t,t_0)} > 0\) for all \(t \in [t_0, t_0 + a]_T\), we have \(v(t) \leq 0\) for all \(t \in [t_0, t_0 + a]_T\). But \(v\) is non-negative on \([t_0, t_0 + a]_T\). Thus \(v(t) = 0\) for all \(t \in [t_0, t_0 + a]_T\). Hence, \(x(t) = y(t)\) for all \(t \in [t_0, t_0 + a]_T\).

\[\square\]

From the above results we note that \(\langle f(t,p) - f(t,q), p - q \rangle\) is the product of variation in \(f\) with respect to \(p\) and variation in \(p\) itself and (2.2.12) provides an upper bound on this product for non–multiple solutions of (2.1.7), (2.1.8). From another result (see [?], Theorem 2.5) considering \(R = 0\) and \(M = 1\) in the boundary condition (3) in which case it becomes an initial condition) the non–multiplicity of (2.1.5), (2.1.6) is ensured for a negligibly small \(\mu\) if the above product is strictly positive. In that case, the IVP (2.1.5), (2.1.6) and (2.1.7), (2.1.8) can be treated as ODEs. Thus, for sufficiently large \(L\) (or \(T = \mathcal{R}\)), the non–multiple solutions of (2.1.5), (2.1.6) and (2.1.7), (2.1.8) exist for \(0 < \langle f(t,p) - f(t,q), p - q \rangle \leq L\|p - q\|^2\) for all \(t \in [t_0, t_0 + a]_T\).

Also, for sufficiently small \(\mu\), the above result restricts the non–multiplicity of solutions of (2.1.7), (2.1.8) to small variations in \(p\) producing small variations in \(f\) no matter how large \(L\) is, in a restricted domain.

The following example illustrates Theorem 2.2.15.

**Example 2.2.16** Let \(D := [-1,1]\) and \(L_1 > 0\) be a constant. Then \(L_1 \in \mathcal{R}^+\).

Consider the scalar dynamic IVP

\[x^\Delta = f(t,x^\sigma) := -L_1x^\sigma + \frac{1}{e_{L_1}(t,0)}, \quad \text{for all } t \in [0,1]_T^\mu; \quad (2.2.15)\]

\[x(0) = 0. \quad (2.2.16)\]
We claim that this dynamic IVP has, at most, one solution, $x$, such that $x(t) \in D$ for all $t \in [0,1]_T$.

**Proof:** We prove our claim by showing that $f(t,p) := -L_1 p + \frac{1}{e_{L_1}(t,0)}$ satisfies the conditions of Theorem 2.2.15 for $L := L_1$, for all $(t,p) \in [0,1]^{\mathbb{H}}_T \times D$.

1. *f is right–Hilger–continuous on $[0,1]^{\mathbb{H}}_T \times D$:* We note that for all $t \in [0,1]^{\mathbb{H}}_T$, the functions $\frac{1}{e_{L_1}(t,0)}$ and $x^\sigma(t)$ are rd–continuous. Therefore, the composition function $g(t) := -L_1 x^\sigma(t) + \frac{1}{e_{L_1}(t,0)}$ is rd–continuous for all $t \in [0,1]_T$. Thus our $f$ is right–Hilger–continuous on $[0,1]^{\mathbb{H}}_T \times D$;

2. *f satisfies (2.2.12) on $[0,1]^{\mathbb{H}}_T \times D$:* We note that for all $t \in [0,1]^{\mathbb{H}}_T$ and $p,q \in [-1,1]$, we have

$$
(f(t,p) - f(t,q))(p-q) = -L_1 (p-q)^2 \leq L_1 \|p-q\|^2.
$$

Hence (2.2.12) holds for $f$. Thus, (2.2.15), (2.2.16) satisfies all conditions of Theorem 2.2.15 and so, has, at most, one solution, $x$, with $x(t) \in D$ for all $t \in [0,1]^{\mathbb{H}}_T$. In fact, (2.2.15), (2.2.16) is linear and so, by Theorem A.7.7, has a unique solution given by

$$
x(t) = \frac{t}{e_{L_1}(t,0)}, \quad \text{for all } t \in [0,1]_T.
$$

\[\square\]

**Corollary 2.2.17** Let $D \subseteq \mathbb{R}$ and $f : [t_0,t_0+a]^{\mathbb{H}}_T \times D \to \mathbb{R}$ be right–Hilger–continuous. If $f$ satisfies

$$
(f(t,p) - f(t,q))(p-q) \leq 0, \quad \text{for all } (t,p),(t,q) \in [t_0,t_0+a]^{\mathbb{H}}_T \times D, \quad (2.2.17)
$$

then the IVP (2.1.9), (2.1.10) has, at most, one solution $x$ with $x(t) \in D$ for all $t \in [t_0,t_0+a]_T$.

**Proof:** If (2.2.20) holds then Theorem 2.2.15 holds for $L = 0$.

\[\square\]
The next corollary concerns the non–multiplicity of solutions to the scalar dynamic IVP

$$x^\Delta = f(t, x^\sigma), \quad \text{for all } t \in [t_0, t_0 + a]_T; \quad (2.2.18)$$

$$x(t_0) = x_0, \quad (2.2.19)$$

using Theorem 2.2.15.

**Corollary 2.2.18** Let $D \subseteq \mathbb{R}$ and $f : [t_0, t_0 + a]_T^\kappa \times D \rightarrow \mathbb{R}$ be right–Hilger–continuous. If $f$ satisfies

$$(f(t, p) - f(t, q))(p - q) \leq 0, \text{ for all } (t, p), (t, q) \in [t_0, t_0 + a]_T^\kappa \times D, \quad (2.2.20)$$

then the IVP (2.2.18), (2.2.19) has, at most, one solution $x$ with $x(t) \in D$ for all $t \in [t_0, t_0 + a]_T$.

**Proof:** If (2.2.20) holds then Theorem 2.2.15 holds for (2.2.18), (2.2.19) for $L = 0$.

Note that the above two corollaries hold only for sufficiently large $\mu$.

The following example illustrates Corollary 2.2.18.

**Example 2.2.19** Let $D := (0, \infty)$ and $f : [0, 1]_T^\kappa \times (0, \infty) \rightarrow \mathbb{R}$. Consider the dynamic IVP

$$x^\Delta = f(t, x^\sigma) = \frac{t^3}{(x^\sigma)^2}, \quad \text{for all } t \in [0, 1]_T^\kappa; \quad (2.2.21)$$

$$x(0) = 1.$$  

We claim that this IVP has, at most, one solution $x$ such that $x(t) > 0$ for all $t \in [0, 1]_T$.

**Proof:** We prove our claim by showing that Corollary 2.2.18 holds for $f(t, u) := \frac{t^3}{u^2}$ for all $(t, u) \in [0, 1]_T^\kappa \times (0, \infty)$.

(a) $f$ is right–Hilger–continuous on $[0, 1]_T^\kappa \times (0, \infty)$: We note that the composition function $k(t) := \frac{t^3}{(x^\sigma(t))^2}$ is rd–continuous for all $t \in [0, 1]_T$. So our $f$ is right–Hilger–continuous on $[0, 1]_T^\kappa \times (0, \infty)$;
(b) $f$ satisfies (2.2.20) on $[0,1]_T^\mathbb{H} \times (0,\infty)$: We note that for all $(t,u),(t,v) \in [0,1]_T^\mathbb{H} \times (0,\infty)$, we have

\[
(f(t,u) - f(t,v))(u-v) = t^3 \left( \frac{1}{u^2} - \frac{1}{v^2} \right)(u-v) \\
= t^3 \left( \frac{v^2 - u^2}{u^2v^2} \right)(u-v) \\
= -t^3(v+u)(u-v)^2 \\
\leq 0.
\]

Thus (2.2.20) holds for $f$ and $f$ satisfies all conditions of Corollary 2.2.18. Thus the given IVP has, at most, one solution, $x$, with $x(t) \in (0,\infty)$ for all $t \in [0,1]_T$.

We observe from (2.2.20) and from the above example that for any $p,q$ with $p \geq q$, the inequality (2.2.20) yields

\[
f(t,p) - f(t,q) \leq 0, \quad \text{for all } (t,p),(t,q) \in [t_0,t_0+a]_T^\mathbb{H} \times D.
\]

Thus, $f$ will be non–increasing in the second argument on $[t_0,t_0+a]_T^\mathbb{H} \times D$.

In the next section, we show that, for non–increasing functions on $[t_0,t_0+a]_T^\mathbb{H} \times D$, the non–multiplicity of solutions to (2.1.9), (2.1.10) may hold without the Lipschitz condition holding on $[t_0,t_0+a]_T^\mathbb{H} \times D$.

The next theorem concerns the non–multiplicity of solutions to the IVP (2.1.7), (2.1.8) within a domain $D \subseteq \mathbb{R}^n$. Here $f$, which is a vector valued function, assumes a restriction that apparently depends on the graininess function $\mu$. However, we will prove in the following theorem that this dependence is removable. We note that this is a more generalised result for non–multiplicity of solutions to (2.1.7), (2.1.8) than Theorem 2.2.15 and the condition that ‘$L$’ be large is no more necessary.

**Theorem 2.2.20** Let $D \subseteq \mathbb{R}^n$ and let $f : [t_0,t_0+a]_T^\mathbb{H} \times D \to \mathbb{R}^n$ be a right–Hilger–continuous function, with $[t_0,t_0+a]_T^\mathbb{H} \times D$. If there exist positive constants $L,\beta,\gamma$, such that $\beta = \gamma L$ for $\gamma \geq 2$, such that $f$ satisfies

\[
\|f(t,p) - f(t,q)\| \leq \frac{L}{1 + \mu(t)} \beta \|p - q\|,
\]

for all $(t,p),(t,q) \in [t_0,t_0+a]_T^\mathbb{H} \times D$, then

\[
\text{Theorem 2.2.20}
\]
then the IVP (2.1.7), (2.1.8) has, at most, one solution, \( x \), with \( x(t) \in D \) for all \( t \in [t_0, t_0 + a]_T \).

**Proof:** Consider \( x(t) \) and \( y(t) \) as two solutions of (2.1.7), (2.1.8) with \( x(t) \in D \) and \( y(t) \in D \) for all \( t \in [t_0, t_0 + a]_T \). Let

\[
\omega(t) := \| x(t) - y(t) \|^2, \quad \text{for all } t \in [t_0, t_0 + a]_T.
\]

We show that \( \omega \equiv 0 \) on \( [t_0, t_0 + a]_T \), and so \( x(t) = y(t) \) for all \( t \in [t_0, t_0 + a]_T \).

Using the product rule, Theorem A.3.5(3.), and the identity (4) of Theorem A.3.2 for all \( t \in [t_0, t_0 + a]_T \), we have

\[
\omega^\Delta(t) = (x^\Delta(t) - y^\Delta(t), x(t) - y(t)) + (x^\sigma(t) - y^\sigma(t), x^\Delta(t) - y^\Delta(t))
\]

\[
= (x^\Delta(t) - y^\Delta(t), x^\sigma(t) - \mu(t)x^\Delta(t) - y^\sigma(t) + \mu(t)y^\Delta(t))
\]

\[
+ (x^\sigma(t) - y^\sigma(t), x^\Delta(t) - y^\Delta(t))
\]

\[
= 2\langle x^\Delta(t) - y^\Delta(t), x^\sigma(t) - y^\sigma(t) \rangle + \langle x^\Delta(t) - y^\Delta(t), \mu(t)(x^\Delta(t) - y^\Delta(t)) \rangle
\]

\[
= 2\langle x^\Delta(t) - y^\Delta(t), x^\sigma(t) - y^\sigma(t) \rangle - \mu(t)\| x^\Delta(t) - y^\Delta(t) \|^2
\]

\[
\leq 2\langle x^\Delta(t) - y^\Delta(t), x^\sigma(t) - y^\sigma(t) \rangle
\]

\[
= 2\langle f(t, x^\sigma(t)) - f(t, y^\sigma(t)), x^\sigma(t) - y^\sigma(t) \rangle
\]

\[
\leq \frac{2L}{1 + \mu(t)\beta} \| x^\sigma(t) - y^\sigma(t) \|^2,
\]

where we used (2.2.22) in the last step. We also note that for \( \beta > 0 \), we have

\[
\frac{1}{1 + \mu(t)\beta} = \frac{e_\beta(t, t_0)}{e_\beta^G(t, t_0)}, \quad \text{for all } t \in [t_0, t_0 + a]_T.
\]

Thus, for all \( t \in [t_0, t_0 + a]_T \), the inequality (2.2.23) takes the form

\[
\omega^\Delta(t) \leq \frac{2L}{e_\beta^G(t, t_0)} \| x^\sigma(t) - y^\sigma(t) \|^2
\]

\[
= \frac{2L e_\beta(t, t_0)}{e_\beta^G(t, t_0)} \omega^\sigma(t).
\]

Since \( \beta = \gamma L \) and \( \gamma \geq 2 \), the inequality (2.2.25) can be written as

\[
\omega^\Delta(t) \leq \frac{\beta e_\beta(t, t_0)}{e_\beta^G(t, t_0)} \omega^\sigma(t) \quad \text{for all } t \in [t_0, t_0 + a]_T.
\]

Rearranging, we obtain

\[
\omega^\Delta(t) - \frac{\beta e_\beta(t, t_0)}{e_\beta^G(t, t_0)} \omega^\sigma(t) \leq 0, \quad \text{for all } t \in [t_0, t_0 + a]_T.
\]
Since \( e_\beta(t, t_0) > 0 \), we further obtain
\[
\frac{\omega^\Delta(t)}{e_\beta(t, t_0)} - \frac{\beta}{e^\sigma_\beta(t, t_0)} \omega^\sigma(t) \leq 0, \quad \text{for all } t \in [t_0, t_0 + a_T].
\]

Again using the product rule (Theorem A.3.5(3.)), the above inequality reduces to
\[
\left[ \frac{\omega(t)}{e_\beta(t, t_0)} \right]^\Delta \leq 0, \quad \text{for all } t \in [t_0, t_0 + a_T].
\]

Thus \( \frac{\omega(t)}{e_\beta(t, t_0)} \) is non-increasing in \([t_0, t_0 + a_T]\). Hence \( \omega(t) \leq 0 \) for all \( t \in [t_0, t_0 + a_T] \).

This means that \( x(t) = y(t) \) for all \( t \in [t_0, t_0 + a_T] \).

\[\Box\]

Example 2.2.21 Let \( D = [1, \infty) \). Let \( L = 1 \) and \( \beta = 3 \). Consider the dynamic IVP
\[
x^\Delta = f(t, x) = \frac{e_3(t, 0) \ln x}{e^\sigma_3(t, 0)}, \quad t \in [0, 1]; \quad (2.2.26)
\]
\[
x(0) = 1. \quad (2.2.27)
\]

We claim that the above IVP has, at most, one solution \( x \) such that \( x(t) \in [1, \infty) \) for all \( t \in [0, 1] \).

Proof: We show that \( f \) satisfies all conditions of Theorem 2.2.20.

(a) \( f \) is right–Hilger–continuous on \([0, 1] \times D \): We note that \( e_3(t, 0) \) and \( e^\sigma_3(t, 0) \) are rd–continuous for all \( t \in [0, 1] \). Thus, the composition function \( h(t) := \frac{e_3(t, 0) \ln x(t)}{e^\sigma_3(t, 0)} \) will be rd–continuous for all \( t \in [0, 1] \). Therefore, our \( f \) is right–Hilger–continuous in \([0, 1] \times D \);

(b) \( f \) satisfies condition (2.2.22) on \([0, 1] \times D \): We first show that for all \( p \in [1, \infty) \), the function
\[ r(p) := \ln p \]
is Lipschitz continuous with Lipschitz constant \( L = 1 \). Note that for \( p \geq 1 \)
\[ \left| \frac{\partial r}{\partial p} \right| = \left| \frac{1}{p} \right| \leq 1. \]
Hence, by Theorem 2.2.2, \( r \) satisfies a Lipschitz condition on \([1, \infty)\) with Lipschitz constant \( L = 1 \). Thus, we have
\[
|\ln p - \ln q| \leq |p - q| \quad \text{for all } p, q \in [1, \infty). \tag{2.2.28}
\]

Next, we show that the condition (2.2.22) is satisfied for all \((t, p), (t, q) \in [0, 1]T_\kappa \times D\). Note that
\[
|f(t, p) - f(t, q)| = \frac{L}{e_3(t, 0)} e_3(t, 0) |\ln p - \ln q|, \quad \text{for all } (t, p), (t, q) \in [0, 1]T_\kappa \times D.
\]
From (2.2.24), we obtain,
\[
|f(t, p) - f(t, q)| = \frac{1}{1 + 3\mu(t)} |\ln p - \ln q|, \quad \text{for all } (t, p), (t, q) \in [0, 1]T_\kappa \times D.
\]
Thus, using (2.2.26), and (2.2.28), we obtain
\[
|f(t, p) - f(t, q)| \leq \frac{1}{1 + 3\mu(t)} |p - q|, \quad \text{for all } (t, p), (t, q) \in [0, 1]T_\kappa \times D.
\]

Hence \( f \) satisfies (2.2.22) for all \( t \in [0, 1]T_\kappa \).

We note that \( f \) satisfies all conditions of Theorem 2.2.20. Therefore, the given IVP has, at most, one solution, \( x \), with \( x(t) \in [1, \infty) \) for all \( t \in [0, 1]T_\kappa \).

\( \square \)

### 2.3 Peano criterion on \( T \)

This section comprises a result regarding the non–multiplicity of solutions to the IVP (2.1.9), (2.1.10) in the absence of the Lipschitz condition (2.2.6) or any of its modifications defined in the previous section.

It has been discussed above that the non–multiplicity of (2.1.9), (2.1.10) is ensured if a right–Hilger–continuous function \( f : [t_0, t_0 + a]T_\kappa \times D \to \mathbb{R} \) satisfies (2.2.20), in which case, \( f \) will be non–increasing on \([t_0, t_0 + a]T_\kappa \times D\). In the following result, we prove the converse using classical method. That is, we prove that the non–multiplicity of solutions to (2.1.9), (2.1.10) holds for every right–Hilger–continuous function \( f \) that is non–increasing in the second argument on \([t_0, t_0 + a]T_\kappa \times D\). The result is an extension of [? , Theorem 1.3.1] to time scales.
Theorem 2.3.1 Let $D \subseteq \mathbb{R}$ and $f : [t_0, t_0 + a]_T^\kappa \times D \to \mathbb{R}$ be a right–Hilger–continuous function. If, for all $p \leq q$, $f$ satisfies the inequality
\[ f(t, p) \geq f(t, q), \quad \text{for all } (t, p), (t, q) \in [t_0, t_0 + a]_T^\kappa \times D; \] (2.3.1)
then the dynamic IVP (2.1.9), (2.1.10) has, at most, one solution, $x$, such that $x(t) \in D$ for all $t \in [t_0, t_0 + a]_T$.

Proof: Let $t_1, t_2 \in (t_0, t_0 + a]_T$ with $t_2 > t_1$.

Without loss of generality we assume $x$ and $y$ as two solutions of (2.1.9), (2.1.10) with $x(t) \in D$ and $y(t) \in D$ for all $t \in [t_0, t_0 + a]_T$. Let
\[ r(t) := x(t) - y(t), \quad \text{for all } t \in [t_0, t_0 + a]_T. \] (2.3.2)
We note that $r(t_0) = 0$. Assume $r(t) \neq 0$ for all $t \in (t_0, t_0 + a]_T$. We consider two cases. In each case we use proof by contradiction.

Case 1: Assume
\[ r(t) = 0, \quad \text{for all } t \in [t_0, t_1]_T \subset [t_0, t_2]_T, \] (2.3.3)
and \[ r(t) < 0, \quad \text{for all } t \in (t_1, t_2)_T. \] (2.3.4)
So, $x(t) < y(t)$ for all $t \in (t_1, t_2)_T$, and since $f$ is non–increasing in the second argument on $[t_0, t_0 + a]_T^\kappa \times D$, we have
\[ f(t, x(t)) \geq f(t, y(t)), \quad \text{for all } t \in [t_0, t_2]_T. \] (2.3.5)
Thus, for all $t \in [t_0, t_2]_T^\kappa$, we have
\[
\begin{align*}
\Delta r(t) &= x(t) - y(t), \\
&= f(t, x(t)) - f(t, y(t)) \\
&\geq 0,
\end{align*}
\]
and so $r$ is non–decreasing in $[t_0, t_2]_T$. Combining this with (2.3.3), we note that $r \geq 0$ on $[t_0, t_2]_T$ and this contradicts (2.3.4).

Case 2: Now, assume
\[ r(t) = 0, \quad \text{for all } t \in [t_0, t_1]_T \subset [t_0, t_2]_T, \] (2.3.6)
and \[ r(t) > 0, \quad \text{for all } t \in (t_1, t_2)_T. \] (2.3.7)
Then, \( x(t) > y(t) \) for all \( t \in (t_1, t_2]_T \), and since \( f \) is non-increasing in its second variable on \([t_0, t_0 + a]_T \times D\), we have

\[
f(t, x(t)) \leq f(t, y(t)), \quad \text{for all } t \in [t_0, t_2]_T.
\]

(2.3.8)

This yields, for all \( t \in [t_0, t_2]_T \)

\[
r^\Delta(t) = x^\Delta(t) - y^\Delta(t),
\]

\[
= f(t, x(t)) - f(t, y(t))
\]

\[
\leq 0,
\]

and so \( r \) is non-increasing in \([t_0, t_2]_T \). Combining this with (2.3.6), we note that \( r \leq 0 \) on \([t_0, t_2]_T \) and this contradicts (2.3.7).

Thus, \( r(t) = 0 \) for all \( t \in [t_0, t_0 + a]_T \). Hence, \( x(t) = y(t) \) for all \( t \in [t_0, t_0 + a]_T \).

\[\square\]

The above result can also be obtained from Theorem 2.2.12 provided \( L = 0 \).

Now we consider an example to illustrate the above theorem.

**Example 2.3.2** Let \( D = [0, \infty) \). Consider the IVP

\[
x^\Delta = t - x^{2/3}, \quad \text{for all } t \in [0, 1]_T; \]

\[
x(0) = 0.
\]

We claim that this IVP has, at most, one solution, \( x \), such that \( x(t) \in [0, \infty) \) for all \( t \in [0, 1]_T \).

**Proof:** We show that \( f \) satisfies the conditions of Theorem 2.3.1 on \([0, 1]_T \times D\).

(i) \( f \) is right–Hilger–continuous on \([0, 1]_T \times D\): We note that the composition function \( l(t) := t - (x(t))^{2/3} \) is rd–continuous for all \( t \in [0, 1]_T \). Thus, \( f \) is right–Hilger–continuous in \([0, 1]_T \times D\);

(ii) \( f \) is non–increasing in \([0, 1]_T \times D\): Note that for all \( p \leq q \) we have \(-p^{2/3} \geq -q^{2/3}\). Therefore, for all \((t, p), (t, q) \in [0, 1]_T \times D\), we have

\[
f(t, p) = t - p^{3/2} \geq t - q^{3/2} = f(t, q).
\]

Hence \( f \) is non–increasing in \( p \) on \([0, 1]_T \times D\).
We note that the given IVP satisfies both conditions of Theorem 2.3.1 and so, has, at most, one solution $x(t) \in [-1, 0]$ for all $t \in [0, 1]_T$. 

We note that Theorem 2.3.1 provides a sufficient condition for the non–multiplicity of solutions to the scalar dynamic IVP (2.1.9), (2.1.10) on $[t_0, t_0 + a]^κ × D$. In the next chapter we will extend the above result to prove that the system (2.1.5), (2.1.6) has a unique solution when the Lipschitz condition (2.2.6) is and is not satisfied.

In this chapter, we presented results that identified conditions under which the systems (2.1.5), (2.1.6) and (2.1.7), (2.1.8) or the scalar IVPs (2.1.9), (2.1.10) and (2.2.18), (2.2.19) have either one solution or no solution at all. In the next chapter, we extend our discussion to existence of solutions to the above IVPs using the classical method of constructing successive approximations converging to a unique limit.
Chapter 3

Successive approximation of solutions

3.1 Introduction

In this chapter, we explore the existence and uniqueness of solutions to first order non–linear dynamic initial value problems using classical methods. Our approach involves constructing sequences of functions that converge to a unique solution to the problem under consideration.

The method of successive approximations is a powerful tool for gaining existence and computation of solutions to initial and boundary value problems. This method is explicitly developed, for the first time, in the time scale setting in this work and is used to prove several new existence theorems. The results are extended to $n$-th order dynamic equations. We also provide some interesting examples illustrating the new results.

Liouville and Picard’s work on the method of successive approximation has been a key to analyse and establish the existence of unique solutions to non–linear initial and boundary value problems for ODEs and dates back to the nineteenth century [?, p.444]. Generally speaking, the method attempts to solve an equation of the kind

$$x = F(x),$$

where $F$ is a continuous function. The approximation procedure starts from an initial value $x_0$ and then employing the successive iterations as a sequence of functions
defined by
\[ x_{n+1} := F(x_n), \quad \text{for} \quad n = 0, 1, 2, \ldots \]

A set of assumptions is then developed to assert that \( x_n \) converges to some function \( \Phi \). In addition, \( \Phi \) is proved to be the unique solution to the given equation, with a small error estimated for \( \|x_n - \Phi\| \) for all \( n \geq 0 \).

We consider a first order non–linear delta IVP and use the above method to establish a set of iterations that successively converge to a function, \( \Phi \), and prove that \( \Phi \) is the unique solution of the IVP. Traditionally, the method involves taking the initial approximation to be a constant which is usually the initial value. In this chapter, we develop a generalised method of successive approximations in which the initial approximation is a continuous function of \( t \), where \( t \in T \).

### 3.1.1 The main objective

Let \([t_0, t_0 + a]_T\) be a closed and bounded interval in \( T \) and \( x_0 \) be a point in \( \mathbb{R}^n \). Consider the rectangle

\[ R^\kappa = \{(t, p) \in T^\kappa \times \mathbb{R}^n : t \in [t_0, t_0 + a]_T^\kappa, \|p - x_0\| \leq b\} \quad (3.1.1) \]

and a right–Hilger–continuous function \( f : R^\kappa \rightarrow \mathbb{R}^n \).

In this chapter we explore the existence and uniqueness of solutions to the dynamic initial value problem

\[ x^\Delta = f(t, x), \quad \text{for all} \quad t \in [t_0, t_0 + a]_T^\kappa; \quad (3.1.2) \]
\[ x(t_0) = x_0 \quad (3.1.3) \]

using the method of successive approximations.

In contrast to the question of “non–multiplicity of solutions” answered in Chapter 2, this chapter answers the following questions:

1. Under what conditions does the dynamic IVP (3.1.2), (3.1.3) have a unique solution?
2. Under what conditions can we closely approximate that solution?
3. Can we always construct sequences that converge to a unique solution?
3.1.2 Methodology and organisation

The methodology to answer the above questions involves the introduction and formulation of the method of successive approximations (originally from ordinary differential equations) to the time scale setting forming an analogue of the Picard–Lindelöf theorem [?, Theorem 8.1], [?, pp. 200-205], [?, Theorem 8.13], [?, pp.314-325], [?, pp. 48-50].

To apply the method of successive approximations, we will use the Lipschitz condition (see Definition 2.2.1) along with the Weierstrass test [?, p.266], [?, p.600]. The Lipschitz condition has been an important tool to determine the existence of solutions as unique limit of iterative procedures.

We note from Theorem 2.2.2 that the Lipschitz condition holds for functions having continuous partial derivatives in a given domain. However, we observed in Example 2.2.19 and Example 2.3.2 that the partial derivatives of non–increasing functions were not defined at 0. The uniqueness of a solution, if it exists, is, however, guaranteed by Theorem 2.3.1. Indeed, functions whose partial derivatives are not defined at a certain point may have infinitely many solutions through that point. This is further illustrated in the following example.

Example 3.1.1 Let \( a, b \in \mathbb{T} \) with \( b > a \). Define

\[ U^\kappa := \{ (t, p) \in \mathbb{T}^\kappa \times \mathbb{R} : t \in [a, b]_\mathbb{T}^\kappa, |p| < \infty \}. \]

Consider the initial value problem

\[
\begin{align*}
y^\Delta &= 3y^{2/3} \quad \text{for all } t \in [a, b]_T^\kappa; \quad (3.1.4) \\
y(0) &= 0. \quad (3.1.5)
\end{align*}
\]

Then we note that \( f(t, y) = 3y^{2/3} \) is right–Hilger–continuous everywhere in \( U^\kappa \) for all \( t \in [a, b]_T \). However, its partial derivative

\[
\frac{\partial f}{\partial y} = \frac{2}{y^{1/3}}
\]

is not defined at \( y = 0 \). Thus we cannot apply Theorem 2.2.2 to identify a Lipschitz constant for \( f(t, y) \) for all \((t, y) \in U^\kappa\).
Now consider a right–dense point \( t = k \geq 0 \) and define

\[
\phi_k^k(t) := \begin{cases} 
0; & -\infty < t \leq k, \\
(t - k)^3; & k \leq t < \infty.
\end{cases}
\]

Then \( \phi_k(t) \) satisfies \( y^\Delta = 3y^{2/3} \) for all \( t \in (-\infty, \infty) \) for all \( k \geq 0 \). In addition, \( y \equiv 0 \) is a solution to the above problem.

The above example suggests that in the absence of continuous partial derivatives of \( f \), a dynamic IVP may have a solution.

In this chapter, we present existence results by constructing successive approximations that converge to a unique solution of (3.1.2), (3.1.3), using Lipschitz continuity as a sufficient condition for our proof. Then we develop an interesting example to show that in the absence of the Lipschitz condition the successive iterations may not converge to a unique limit, but a solution may exist. Moreover, we present another result that ensures the existence of a solution to (3.1.2), (3.1.3) as a unique limit of uniformly convergent sequences without using the Lipschitz condition.

This chapter is organised as follows. The next section, Section 3.2, explains the main characteristics of the Picard–Lindelöf theorem on the time scale platform and a few preliminaries for the main results.

In Section 3.3, we establish a Picard–Lindelöf theorem on \( \mathbb{T} \) locally. That is, we construct iterations that converge to a unique solution of (3.1.2), (3.1.3) within a small rectangle. We reinforce our findings with interesting examples and prove that Picard theorem provides a sufficient condition for the convergence of successive approximations to a unique solution.

In Section 3.4, we extend our results so that the Picard iterations globally converge to a unique solution of (3.1.2), (3.1.3) on an infinite strip.

In Section 3.5, we present a special case of local existence of solutions within an \( n \)–sphere considering the initial value lying within another smaller \( n \)–sphere.

In Section 3.6, we develop Peano’s existence theorem in the time scale setting using the method of successive approximations to ensure the existence of at least one solution of (3.1.2), (3.1.3) that lies within a small rectangle.
Finally, in Section 3.7, we extend our results to higher order dynamic equations.

Most of our results in Section 3.2, Section 3.3 and Section 3.4 have been published, see [?, pp.66–79, 84].

3.2 Picard–Lindelöf Theorem on $\mathbb{T}$

In this section, we construct an analogue of the Picard–Lindelöf theorem [?, Theorem 8.1], [?, pp.200-205], [?, Theorem 8.13], [?, pp.314-325], [?, pp. 48-50] on the platform of the time scale calculus.

Let $\alpha$ be a point in $[t_0, t_0 + a]_\mathbb{T}$ to be made explicit a little later such that $t_0 < \alpha \leq a$. We prove that (3.1.2), (3.1.3) has a unique solution in a closed neighbourhood of $t_0$ within a subinterval $[t_0, t_0 + \alpha]_\mathbb{T} \subseteq [t_0, t_0 + a]_\mathbb{T}$ as well as over the entire interval $[t_0, t_0 + a]_\mathbb{T}$.

Define

$$R := \{ (t, p) \in \mathbb{T} \times \mathbb{R}^n : t \in [t_0, t_0 + a]_\mathbb{T}, \| p - x_0 \| \leq b \}. \quad (3.2.1)$$

Note that $R$ is an extension of $R^n$, as it contains all points $t \in [t_0, t_0 + a]_\mathbb{T}$.

We construct successive approximations of solutions to (3.1.2), (3.1.3) in a right neighbourhood of the point $(t_0, x_0) \in R$ and show that these approximations converge to a unique limit which is the solution to (3.1.2), (3.1.3) on $[t_0, t_0 + a]_\mathbb{T}$.

Let $\Phi$ be a solution of the IVP (3.1.2), (3.1.3). Then, by Definition 2.1.1, $\Phi$ is delta differentiable on $[t_0, t_0 + a]_\mathbb{T}$ and the points $(t, \Phi(t))$ are in $R$ for all $t \in [t_0, t_0 + a]_\mathbb{T}$. Since $f$ is right–Hilger–continuous on $R^n$, it follows from Lemma 2.1.3 that

$$\Phi(t) = x_0 + \int_{t_0}^{t} f(s, \Phi(s)) \Delta s, \quad \text{for all } t \in [t_0, t_0 + a]_\mathbb{T}. \quad (3.2.2)$$

We consider a sequence of functions $\Phi_0, \Phi_1, \Phi_2, \cdots$ such that $\Phi_k$ is defined on $[t_0, t_0 + a]_\mathbb{T}$ for all $k = 1, 2, \cdots$. Let $\Phi_0$ be a continuous function on $[t_0, t_0 + a]_\mathbb{T}$. Proceeding in an inductive manner, we define the $(k+1)$th iteration, for each $k = 0, 1, 2, \cdots$, as follows:

$$\Phi_{k+1}(t) := x_0 + \int_{t_0}^{t} f(s, \Phi_k(s)) \Delta s, \quad \text{for all } t \in [t_0, t_0 + a]_\mathbb{T}. \quad (3.2.3)$$
The right–Hilger–continuity of \( f \) on \( \mathbb{R}^n \) implies that \( f \) is bounded on \( \mathbb{R}^n \). Let \( M > 0 \) be a constant that bounds \( f \) on \( \mathbb{R}^n \). Then we have

\[
\| f(t, p) \| \leq M, \quad \text{for all} \ (t, p) \in \mathbb{R}^n. \tag{3.2.4}
\]

Furthermore, let

\[
\alpha := \min \left\{ a, \frac{b}{M} \right\}. \tag{3.2.5}
\]

We establish successive approximations to solutions of (3.1.2), (3.1.3) on \( [t_0, t_0 + \alpha] \subseteq [t_0, t_0 + a] \). The above choice of \( \alpha \) is appropriate for this purpose in the sense that \( \alpha \leq a \) and for a solution \( \Phi \) of (3.1.2), (3.1.3) to lie within the region \( R \) for all \( t \in [t_0, t_0 + \alpha] \), we should have

\[
\| \Phi(t) - x_0 \| \leq \int_{t_0}^{t} \| f(s, \Phi(s)) \| \Delta s \leq M(t - t_0) \leq b,
\]

which is satisfied if

\[
\alpha = t - t_0 \leq b/M, \quad \text{for all} \ t \in [t_0, t_0 + \alpha]. \tag{3.2.6}
\]

Now if the sequence \( \{ \Phi_k \} \) converges uniformly to a continuous function \( \Phi \) on \( [t_0, t_0 + \alpha] \) such that the point \( (t, \Phi_k(t)) \in R \) for all \( t \in [t_0, t_0 + \alpha] \), then we may expect that as \( k \to \infty \), \( \Phi \) would be our desired solution. In this way, \( \Phi_1, \Phi_2, \Phi_3, \ldots, \Phi_k, \ldots \) as defined in (3.2.3) would be successive approximations to (3.2.2).

Hence, we show the following:

(a) Each \( \Phi_k \) exists as a continuous function on \( [t_0, t_0 + \alpha] \) such that the graph of \( (t, \Phi_k(t)) \) lies in \( R \) for all \( t \in [t_0, t_0 + \alpha] \);

(b) \( \Phi_k \) converges to \( \Phi \) uniformly on \( [t_0, t_0 + \alpha] \) and there exists an error bound on \( \| \Phi_k - \Phi \| \) on \( [t_0, t_0 + \alpha] \). That is, for each \( k = 0, 1, 2, \ldots \), there is a positive constant \( \varepsilon_k \) such that

\[
\| \Phi_k(t) - \Phi(t) \| < \varepsilon_k, \quad \text{for all} \ t \in [t_0, t_0 + \alpha];
\]

(c) \( \Phi \) is the unique solution to (3.1.2), (3.1.3) on \( [t_0, t_0 + \alpha] \).

We address the above points in two steps: existence of \( \Phi_k \) as continuous functions on \( [t_0, t_0 + \alpha] \), which responds to (a); and the approximation of \( \Phi_k \) to a unique solution, \( \Phi \), of (3.1.2), (3.1.3) with a small error, which covers (b) and (c).
3.2.1 Existence of successive approximations as continuous functions

In this section, we present our first result which assures that each of the \( \Phi_1, \Phi_2, \ldots \) is well defined and continuous on the interval \([t_0, t_0 + \alpha]_T\).

Lemma 3.2.1 Let \( f : \mathbb{R}^\kappa \rightarrow \mathbb{R}^n \) be right–Hilger–continuous. If \( \Phi_0 \) is continuous on \([t_0, t_0 + \alpha]_T\) such that

\[
\| \Phi_0(t) - x_0 \| \leq b, \quad \text{for all } t \in [t_0, t_0 + \alpha]_T, \tag{3.2.7}
\]

then the successive approximations, \( \Phi_k \), defined in (3.2.3) exist as continuous functions on \([t_0, t_0 + \alpha]_T\) such that the points \((t, \Phi_k(t)) \in \mathbb{R}\) for all \(t \in [t_0, t_0 + \alpha]_T\).

Proof: Since \( f \) is right–Hilger–continuous on \( \mathbb{R}^\kappa \), we note from (3.2.3) that each \( \Phi_k \) is well defined on \([t_0, t_0 + \alpha]_T\) and satisfies

\[
\| \Phi_k(t) - x_0 \| \leq b, \quad \text{for all } t \in [t_0, t_0 + \alpha]_T, \tag{3.2.8}
\]

so that the graph of \((t, \Phi_k(t))\) lies in \( \mathbb{R} \) for all \( t \in [t_0, t_0 + \alpha]_T \).

We begin with the initial approximation \( \Phi_0 \). By assumption, \( \Phi_0 \) exists as a continuous function on \([t_0, t_0 + \alpha]_T\) and satisfies (3.2.7). Thus, the point \((t, \Phi_0(t)) \in \mathbb{R}\) for all \( t \in [t_0, t_0 + \alpha]_T \).

It follows from (3.2.3) that the next iteration will be

\[
\Phi_1(t) := x_0 + \int_{t_0}^{t} f(s, \Phi_0(s)) \, \Delta s, \quad \text{for all } t \in [t_0, t_0 + \alpha]_T. \tag{3.2.9}
\]

Let us define the function

\[
F_0(t) := f(t, \Phi_0(t)), \quad \text{for all } t \in [t_0, t_0 + \alpha]_T.
\]

Since \( f \) is right–Hilger–continuous on \( \mathbb{R}^\kappa \), we have \( F_0 \) rd–continuous on \([t_0, t_0 + a]_T\) and, hence, on \([t_0, t_0 + \alpha]_T\). Thus, we can write

\[
\Phi_1(t) = x_0 + \int_{t_0}^{t} F_0(s) \, \Delta s, \quad \text{for all } t \in [t_0, t_0 + \alpha]_T.
\]

Hence \( \Phi_1 \) is continuous on \([t_0, t_0 + \alpha]_T\).
We also note that using (3.2.4), we can re-write (3.2.9), for all \( t \in [t_0, t_0 + \alpha]_T \), as

\[
\|\Phi_1(t) - x_0\| \leq \int_{t_0}^{t} \|f(s, \Phi_0(s))\| \Delta s \\
\leq M(t - t_0) \\
\leq b,
\]

where we used (3.2.6) in the second last step. Hence (3.2.8) is satisfied for \( \Phi_1 \) and the point \((t, \Phi_1(t)) \in R\) for all \( t \in [t_0, t_0 + \alpha]_T \).

We assume that the assertion is true for \( \Phi_2, \Phi_3, \ldots, \Phi_k \), and, by induction, show that it holds for \( \Phi_{k+1} \).

Since \( \Phi_k \) are continuous on \( [t_0, t_0 + \alpha]_T \) and the points \((t, \Phi_k(t)) \in R\) for all \( t \in [t_0, t_0 + \alpha]_T \), the function

\[
F_k(t) := f(t, \Phi_k(t))
\]

exists and is rd–continuous for all \( t \in [t_0, t_0 + \alpha]_T \). Thus, the function \( \Phi_{k+1} \) defined by

\[
\Phi_{k+1}(t) := x_0 + \int_{t_0}^{t} F_k(s) \Delta s
\]

exists as a continuous function for all \( t \in [t_0, t_0 + \alpha]_T \). Thus, for all \( t \in [t_0, t_0 + \alpha]_T \), we have

\[
\|\Phi_{k+1}(t) - x_0\| \leq \int_{t_0}^{t} \|f(s, \Phi_k(s))\| \Delta s \\
\leq M(t - t_0) \\
\leq b.
\]

Hence \( \Phi_{k+1} \) also satisfies (3.2.8) such that the point \((t, \Phi_{k+1}(t)) \in R\) for all \( t \in [t_0, t_0 + \alpha]_T \).

Thus, by induction, each \( \Phi_k \) exists as a continuous function on \( [t_0, t_0 + \alpha]_T \) and the points \((t, \Phi_k(t)) \in R\) for all \( [t_0, t_0 + \alpha]_T \).

\[\square\]

In the next section, we show that the successive approximations \( \Phi_k \) converge on \( [t_0, t_0 + \alpha]_T \) to a unique solution \( \Phi \) defined in (3.2.2) and an error bound exists for each \( \Phi_k \) on \( [t_0, t_0 + \alpha]_T \).
3.3 Local existence of solutions

We now present sufficient conditions for the existence of a unique solution, $\Phi$, to the system (3.1.2), (3.1.3) on the interval $[t_0, t_0 + \alpha T] \subseteq [t_0, t_0 + a]_T$. For this reason, this theorem is termed as the local existence theorem. To prove this result, we need the following lemma due to Lin and Xiang [?, Theorem 3.2] and the Weierstrass test [?, p.266], [?, p.600].

**Lemma 3.3.1** Let $h : \mathbb{R} \to \mathbb{R}$ be a continuous and non-decreasing function. If $t_1, t_2 \in \mathbb{T}$ with $t_1 \leq t_2$ then

$$\int_{t_1}^{t_2} h(t) \Delta t \leq \int_{t_1}^{t_2} h(t) \, dt.$$  \hfill (3.3.1)

□

The Weierstrass test is a theorem which gives a sufficient condition for the uniform convergence of a series of functions by comparing it with an appropriate series of non-negative constants.

**Theorem 3.3.2** Weierstrass test

Suppose $\{g_i\}$ is a sequence of real-valued functions defined on a set $A$, and that there exists a sequence of non-negative constants $K_i$ such that

$$|g_i(x)| \leq K_i \quad \text{for all } i \geq 1 \text{ and all } x \in A.$$

Suppose further that the series $\sum_{i=1}^{\infty} K_i$ converges. Then, the series $\sum_{i=1}^{\infty} g_i(x)$ converges uniformly on $A$.

□

The following theorem gives sufficient conditions for the existence of a unique solution to (3.1.2), (3.1.3).

**Theorem 3.3.3** The local existence theorem

Consider the rectangle $R^n$ and let $f : R^n \to \mathbb{R}^n$ be a right-Hilger-continuous function. If:
(a) \( \Phi_0 \) is continuous on \([t_0, t_0 + \alpha]_T\) such that
\[
\| \Phi_0(t) - x_0 \| \leq b, \quad \text{for all } t \in [t_0, t_0 + \alpha]_T;
\]

(b) there exists \( L > 0 \) such that \( f \) satisfies
\[
\| f(t, p) - f(t, q) \| \leq L \| p - q \|, \quad \text{for all } (t, p), (t, q) \in \mathbb{R}^n, \quad (3.3.2)
\]
then the sequence \( \{ \Phi_k \} \) generated by (3.2.3) converges uniformly on the compact interval
\[
[t_0, t_0 + \alpha]_T = \left[ t_0, t_0 + \min \left\{ a, \frac{b}{M} \right\} \right]_T
\]
to the unique solution \( \Phi \) of the IVP (3.1.2), (3.1.3). Furthermore, the following error estimate holds for all \( k = 0, 1, \ldots \),
\[
\| \Phi_k(t) - \Phi(t) \| \leq N e^{L\alpha} \epsilon_k, \quad \text{for all } t \in [t_0, t_0 + \alpha]_T, \quad (3.3.3)
\]
where \( \max_{t \in [t_0, t_0 + \alpha]_T} \| \Phi_1(t) - \Phi_0(t) \| = N \).

**Proof:** Let \( t \in [t_0, t_0 + \alpha]_T \). We write \( \Phi_k \) as
\[
\Phi_k(t) = \Phi_0(t) + (\Phi_1(t) - \Phi_0(t)) + (\Phi_2(t) - \Phi_1(t)) + \cdots + (\Phi_k(t) - \Phi_{k-1}(t))
\]
\[
\leq \Phi_0(t) + \sum_{i=1}^{k} \| \Phi_i(t) - \Phi_{i-1}(t) \|
\]
\[
\leq \Phi_0(t) + \sum_{i=1}^{\infty} \| \Phi_i(t) - \Phi_{i-1}(t) \|. \quad (3.3.4)
\]

That is, \( \Phi_k(t) \) is a partial sum of the series \( \sum_{i=1}^{\infty} \| \Phi_i(t) - \Phi_{i-1}(t) \| \) for all \( t \in [t_0, t_0 + \alpha]_T \). Hence, if we show that the right hand side of (3.3.4) converges absolutely and uniformly in the interval \([t_0, t_0 + \alpha]_T\) to some function \( \Phi \), then \( \Phi \) will be the uniform limit of \( \{ \Phi_k(t) \} \) for all \( t \in [t_0, t_0 + \alpha]_T \), for all \( k = 1, 2, \cdots \). We estimate the terms \( \| \Phi_i(t) - \Phi_{i-1}(t) \| \) in (3.3.4) for all \( t \in [t_0, t_0 + \alpha]_T \).

We split the proof into parts to explain various elements explicitly. 

(a) **Uniform convergence of \( \Phi_k \) on \([t_0, t_0 + \alpha]_T\):**

We know from our assumption on \( \Phi_0 \) and Lemma 3.2.1 that each \( \Phi_k \) exist as continuous functions such that the points \( (t, \Phi_k(t)) \in R \) for all \( t \in [t_0, t_0 + \alpha]_T \). Thus, \( \Phi_k \) are bounded on \([t_0, t_0 + \alpha]_T\) for all \( k = 0, 1, 2, \cdots \). Let \( N > 0 \) such that
\[
\max_{t \in [t_0, t_0 + \alpha]_T} \| \Phi_1(t) - \Phi_0(t) \| = N. \quad (3.3.5)
\]
Using (3.2.3), (3.3.2) and (3.3.5), we can write for all $t \in [t_0, t_0 + \alpha]_T$,

$$
\|\Phi_2(t) - \Phi_1(t)\| \leq \int_{t_0}^{t} \|f(s, \Phi_1(s)) - f(s, \Phi_0(s))\| \Delta s
$$

$$
\leq L \int_{t_0}^{t} \|\Phi_1(s) - \Phi_0(s)\| \Delta s
$$

$$
\leq L N \int_{t_0}^{t} \Delta s = L N(t - t_0).
$$

We will prove by induction on $i$ that for all $i = 1, 2, \cdots$, the inequality

$$
\|\Phi_i(t) - \Phi_{i-1}(t)\| \leq N \frac{[L(t-t_0)]^{i-1}}{(i-1)!}, \quad \text{for all } t \in [t_0, t_0 + \alpha]_T \quad (3.3.6)
$$

holds.

We have shown that (3.3.6) is true for $i = 1, 2$. We assume that it also holds for some $i = m \geq 1$ and show that it holds for $i = m + 1$ by induction. It follows from (3.2.3), (3.3.2) and our assumption that, for all $t \in [t_0, t_0 + \alpha]_T$,

$$
\|\Phi_{m+1}(t) - \Phi_m(t)\| \leq \int_{t_0}^{t} \|f(s, \Phi_m(s)) - f(s, \Phi_{m-1}(s))\| \Delta s
$$

$$
\leq L \int_{t_0}^{t} \|\Phi_m(s) - \Phi_{m-1}(s)\| \Delta s
$$

$$
\leq L \int_{t_0}^{t} N \frac{[L(s-t_0)]^{m-1}}{(m-1)!} \Delta s
$$

$$
\leq L \int_{t_0}^{t} N \frac{[L(s-t_0)]^{m-1}}{(m-1)!} ds
$$

$$
= \frac{N L^m}{(m-1)!} \int_{t_0}^{t} (s-t_0)^{m-1} ds
$$

$$
= \frac{N L^m (t-t_0)^m}{(m-1)!} \frac{m}{m!}
$$

$$
= \frac{N[L(t-t_0)]^m}{m!},
$$

where we have used (3.3.6) and Lemma 3.3.1 in the third and fourth steps respectively. Thus the inequality (3.3.6) holds for all $i \geq 1$. 51
Next, we show that the series $\sum_{i=1}^{\infty} \|\Phi_i(t) - \Phi_{i-1}(t)\|$ converges uniformly for all $[t_0, t_0 + \alpha]_T$. We note from (3.3.6) that for all $t \in [t_0, t_0 + \alpha]_T$, we have

$$\sum_{i=1}^{\infty} \|\Phi_i(t) - \Phi_{i-1}(t)\| \leq N \sum_{i=1}^{\infty} \frac{[L(t - t_0)]^{i-1}}{(i-1)!}$$

$$\leq N \sum_{i=0}^{\infty} \frac{[L(t - t_0)]^i}{i!}$$

$$= N \sum_{i=0}^{\infty} \frac{[L\alpha]^i}{i!}. \quad (3.3.7)$$

which converges to $Ne^{L\alpha}$. Hence, by the Weierstrass test, $\sum_{i=1}^{\infty} \|\Phi_i(t) - \Phi_{i-1}(t)\|$ converges uniformly for all $t \in [t_0, t_0 + \alpha]_T$. Consequently, each $\Phi_k$ converges uniformly on $[t_0, t_0 + \alpha]_T$. Thus, there exists a function, $\Phi$, on $[t_0, t_0 + \alpha]_T$ such that

$$\lim_{k \to \infty} \Phi_k(t) = \Phi(t), \quad \text{for all } t \in [t_0, t_0 + \alpha]_T. \quad (3.3.8)$$

(b) The error estimate for $\|\Phi_k - \Phi\|$

We note from (3.3.4) that

$$\Phi_k(t) = \Phi_0(t) + \sum_{i=1}^{k} (\Phi_i(t) - \Phi_{i-1}(t)), \quad \text{for all } t \in [t_0, t_0 + \alpha]_T.$$

Therefore, as $k \to \infty$, we have

$$\Phi(t) = \Phi_0(t) + \sum_{i=1}^{\infty} (\Phi_i(t) - \Phi_{i-1}(t)), \quad \text{for all } t \in [t_0, t_0 + \alpha]_T. \quad (3.3.9)$$

Thus, for all $t \in [t_0, t_0 + \alpha]_T$, we have

$$\|\Phi_k(t) - \Phi(t)\| \leq \sum_{i=k+1}^{\infty} \|\Phi_i(t) - \Phi_{i-1}(t)\|$$

$$\leq \sum_{i=k+1}^{\infty} \frac{N[L\alpha]^i}{i!}$$

$$= N \sum_{i=1}^{\infty} \frac{[L\alpha]^{i+k}}{(i+k)!}.$$

Using the identity $i!k! \leq (i+k)!$, the above inequality reduces to

$$\|\Phi_k(t) - \Phi(t)\| \leq N \sum_{i=1}^{\infty} \frac{[L\alpha]^{i+k}}{i!k!}$$

$$= N \frac{[L\alpha]^k}{k!} \sum_{i=1}^{\infty} \frac{[L\alpha]^i}{i!}$$

$$\leq N \frac{[L\alpha]^k}{k!} \sum_{i=0}^{\infty} \frac{[L\alpha]^i}{i!}$$

$$= Ne^{L\alpha} \epsilon_k.$$
where
\[ \epsilon_k := \frac{(La)^k}{k!}, \quad \text{for all } k = 1, 2, \cdots. \] (3.3.10)

As the right hand side of (3.3.10) is convergent, so is the left hand side. Hence, for all \( k = 1, 2, \cdots \), we have
\[ \| \Phi_k(t) - \Phi(t) \| \leq Ne^{La} \epsilon_k, \quad \text{for all } t \in [t_0, t_0 + \alpha]_T. \] (3.3.11)

Thus, \( \Phi_k \) satisfy (3.3.3), which gives an error bound on \( \| \Phi_k(t) - \Phi(t) \| \) for all \( t \in [t_0, t_0 + \alpha]_T \).

(c) The limit function \( \Phi \) is a solution:
To show that \( \Phi \) is a solution to the IVP (3.1.2), (3.1.3), we show that:

(i) \( \Phi \) is continuous on \([t_0, t_0 + \alpha]_T\);

(ii) the point \((t, \Phi(t)) \in R\) for all \( t \in [t_0, t_0 + \alpha]_T\);

(iii) \( \Phi \) satisfies (3.2.2) on \([t_0, t_0 + \alpha]_T\). That is
\[ \Phi(t) = x_0 + \int_{t_0}^{t} f(s, \Phi(s)) \Delta s, \quad \text{for all } t \in [t_0, t_0 + \alpha]_T. \] (3.3.12)

For (i), we note that for \( t_1, t_2 \in [t_0, t_0 + \alpha]_T \), we have from (3.2.3)
\[ \| \Phi_{k+1}(t_2) - \Phi_{k+1}(t_1) \| = \left| \int_{t_1}^{t_2} f(s, \Phi_k(s)) \Delta s \right| \leq M|t_2 - t_1|. \]

Thus, letting \( k \to \infty \), we obtain from (3.3.8),
\[ \| \Phi(t_2) - \Phi(t_1) \| \leq M|t_2 - t_1|, \quad \text{for all } t_1, t_2 \in [t_0, t_0 + \alpha]_T. \]

Replacing \( t_2 \) with \( t \) in the above inequality, where \( t \in (t_1 - \delta, t_1 + \delta)_T \) for some \( \delta > 0 \), we note that for each \( \epsilon > 0 \) and \( \delta := \delta(\epsilon) = \frac{\epsilon}{M} \), we have
\[ \| \Phi(t) - \Phi(t_1) \| \leq \epsilon \quad \text{whenever } t \in (t_1 - \delta, t_1 + \delta)_T. \]

Hence, \( \Phi \) is continuous on \([t_0, t_0 + \alpha]_T\).
For (ii), we show that the graph of \((t, \Phi(t))\) lies in \(R\) for all \(t \in [t_0, t_0 + \alpha]\). For this we let \(k \to \infty\) in (3.2.8). This yields

\[
\|\Phi(t) - x_0\| \leq M|t - t_0| \leq b, \quad \text{for all } t \in [t_0, t_0 + \alpha].
\]

Hence the point \((t, \Phi(t))\) lies in \(R\) for all \(t \in [t_0, t_0 + \alpha]\).

For (iii), we show that \(\Phi(t)\) satisfies (3.3.12) for all \(t \in [t_0, t_0 + \alpha]\). For this we show that our approximations (3.2.3) converge uniformly to (3.3.12) within \([t_0, t_0 + \alpha]\). We have seen in (3.3.8) that the left hand side of (3.2.3) converges to the left hand side of (3.3.12) in \([t_0, t_0 + \alpha]\). Therefore, we only need to prove the convergence for the right hand sides of these equations. Thus, we show that as \(k \to \infty\),

\[
\int_{t_0}^{t} f(s, \Phi_k(s)) \, \Delta s \to \int_{t_0}^{t} f(s, \Phi(s)) \, \Delta s, \quad \text{for all } t \in [t_0, t_0 + \alpha]. \tag{3.3.13}
\]

We note that for all \(t \in [t_0, t_0 + \alpha]\), we have

\[
\left| \int_{t_0}^{t} f(s, \Phi_k(s)) \, \Delta s - \int_{t_0}^{t} f(s, \Phi(s)) \, \Delta s \right| \leq \int_{t_0}^{t} \|f(s, \Phi_k(s)) - f(s, \Phi(s))\| \, \Delta s
\]

\[
\leq L \int_{t_0}^{t} \|\Phi_k(s) - \Phi(s)\| \, \Delta s
\]

\[
\leq L \int_{t_0}^{t} Ne^{\alpha_k} \epsilon_k \, \Delta s
\]

\[
\leq LN e^{\alpha_k} \epsilon_k (t - t_0),
\]

where we have used (3.3.11) in the second last step. We further note from (3.3.10) that \(\epsilon_k \to 0\) as \(k \to \infty\). Therefore, as \(k \to \infty\), we obtain

\[
\int_{t_0}^{t} f(s, \Phi_k(s)) \, \Delta s - \int_{t_0}^{t} f(s, \Phi(s)) \, \Delta s \to 0, \quad \text{for all } t \in [t_0, t_0 + \alpha].
\]

Hence

\[
\int_{t_0}^{t} f(s, \Phi_k(s)) \, \Delta s \to \int_{t_0}^{t} f(s, \Phi(s)) \, \Delta s, \quad \text{for all } t \in [t_0, t_0 + \alpha].
\]

(d) \(\Phi\) is unique

We assume that \(\Psi(t)\) is another solution of (3.1.2), (3.1.3) such that the point
\((t, \Psi(t)) \in R\) for all \(t \in [t_0, t_0 + \alpha]_T\). Then from (3.3.12), we obtain for all \(t \in [t_0, t_0 + \alpha]_T\),

\[
\|\Phi(t) - \Psi(t)\| \leq \int_{t_0}^{t} \|f(s, \Phi(s)) - f(s, \Psi(s))\| \Delta s \\
\leq L \int_{t_0}^{t} \|\Phi(s) - \Psi(s)\| \Delta s,
\]

where we have used (3.3.2) in the last step. Applying Corollary 2.2.5 of Gronwall’s inequality taking \(z(t) := \|\Phi(t) - \Psi(t)\|\) and \(L(t) := L\) with \(g(t) = 0\) for all \(t \in [t_0, t_0 + \alpha]_T\), we obtain

\[
\|\Phi(t) - \Psi(t)\| = 0, \quad \text{for all } t \in [t_0, t_0 + \alpha]_T.
\]

Thus \(\Phi(t) = \Psi(t)\) for all \(t \in [t_0, t_0 + \alpha]_T\). This completes the proof.

\[\square\]

**Remark 3.3.4** In Theorem 3.3.3 we note that the simplest choice of the initial approximation \(\Phi_0\) would be a constant function. Given the initial condition \(x(t_0) = x_0\), where \(x_0 \in R^n\) is fixed, one can choose \(\Phi_0 = x_0\) as a special case of the initial approximation. The corresponding result will be a special case of Theorem 3.3.3. The result can be viewed in [?], pp.67–72.

\[\square\]

**Corollary 3.3.5** Theorem 3.3.3 also holds if \(f\) has continuous partial derivatives with respect to the second argument on \(R^\kappa\) and there exists \(K > 0\) such that \(\|\frac{\partial f}{\partial p}\| \leq K\). In that case, by Theorem 2.2.2, \(f\) satisfies (4.4.1) for \(L := K\).

\[\square\]

We now present a few examples to illustrate Theorem 3.3.3.

The following example considers the initial approximation \(\Phi_0(t)\) to be a quadratic function of \(t\). The successive iterations, converging to a unique solution, are then generated from (3.2.3). A small error is also estimated between the 5th iteration and the solution.
Example 3.3.6 Consider the rectangle

\[ R := \{(t,p) \in \mathbb{T} \times \mathbb{R} : t \in [0,1]_{\mathbb{T}}, |p| \leq 1\}. \quad (3.3.14) \]

We consider the scalar initial value problem

\[ x^\Delta = f(t,x) = t \cdot x + \cos x, \quad \text{for all } t \in [0,a]_{\mathbb{T}}; \quad (3.3.15) \]
\[ x(0) = 0. \quad (3.3.16) \]

Assume the initial approximation to be \( \phi_0(t) = t^2 \) for all \( t \in [0,1]_{\mathbb{T}} \). We claim that, for some \( \alpha \in \mathbb{T} \) such that \( 0 < \alpha \leq 1 \), the sequence \( \{\phi_k\} \) generated by the Picard iterative scheme (3.2.3) converges on an interval \( [0,\alpha]_{\mathbb{T}} \), to the unique solution, \( \phi \), of (3.3.15), (3.3.16) such that the point \( (t,\phi(t)) \in R \) for all \( t \in [0,\alpha]_{\mathbb{T}} \).

**Proof:** We show that the given IVP satisfies all conditions of Theorem 3.3.3. Consider

\[ R^\kappa := \{(t,p) \in \mathbb{T}^\kappa \times \mathbb{R} : t \in [0,1]_{\mathbb{T}}, |p| \leq 1\}. \]

We show the following:

(a) \( f \) is right–Hilger–continuous on \( R^\kappa \): Since \( t \) is rd–continuous on \( [0,1]_{\mathbb{T}} \), the composition function \( g(t) := t \cdot x(t) + \cos x(t) \) is rd–continuous for all \( t \in [0,1]_{\mathbb{T}} \).

Hence our \( f \) is right–Hilger–continuous on \( R^\kappa \).

(b) \( f \) is bounded on \( R^\kappa \): Note that for all \( (t,p) \in R^\kappa \),

\[ |f(t,p)| = |t \cdot p + \cos p| \]
\[ \leq |t| \cdot |p| + |\cos p| \]
\[ \leq |t| \cdot |p| + 1 \]
\[ \leq 2. \]

Thus, \( f \) is bounded by \( M := 2 \).

(c) \( f \) is Lipschitz continuous on \( R^\kappa \): We also note that for all \( (t,p) \in R^\kappa \) we have

\[ \left| \frac{\partial f}{\partial p} \right| = |t - \sin p| \]
\[ \leq |t| + |\sin p| \]
\[ \leq 2. \]

56
Hence, by Corollary 3.3.5, our $f$ is Lipschitz continuous with Lipschitz constant $L := 2$, which satisfies condition (b) of Theorem 3.3.3. We also note that, with $M = 2$ and for $[0, \alpha] \subseteq [0, 1]$, we obtain from (3.2.5)

$$
\alpha = \min \left\{ 1, \frac{1}{2} \right\} = \frac{1}{2}.
$$

(3.3.17)

Thus, the maximum interval of convergence for $\{\phi_k\}$ is $[0, 1/2]$.

(d) $\phi_k$ is convergent on $[0, 1/2]$T: We note that $\phi_0(t) = t^2$ is continuous, and so is rd–continuous for all $t \in [0, 1]T$ and hence for all $t \in [0, 1/2]T$. Thus, for all $t \in [0, 1/2]T$ we have, by assumption

$$
|\phi_0(t) - x_0| = |\phi_0(t)| = |t^2| \leq 1/4 < 1,
$$

which satisfies condition (a) of Theorem 3.3.3.

Hence, applying Theorem 3.3.3, the successive approximations $\phi_k(t)$ given by

$$
\phi_{k+1}(t) := x_0 + \int_0^t f(s, \phi_k(s)) \Delta s
$$

$$
= \int_0^t (s \phi_k(s) + \cos(\phi_k(s))) \Delta s
$$

converge uniformly to a unique solution $\phi(t)$ for all $t$ in the optimal interval of convergence $[0, 1/2]T$.

It is easy to note that for all $t \in [0, 1/2]T$, we have

$$
\phi_1(t) = \int_0^t (s\phi_0(s) + \cos(\phi_0(s))) \Delta s
$$

$$
= \int_0^t (s^3 + \cos(s^2)) \Delta s
$$

$$
\leq \int_0^t (s^3 + \cos(s^2)) ds
$$

where we have used Lemma 3.3.1 in the last step. We note that for all $t \in [0, 1/2]T$, the above inequality further reduces to

$$
\phi_1(t) \leq \int_0^t (s^3 + 1) ds
$$

$$
= \frac{t^4}{4} + t
$$

$$
\leq \frac{33}{64}.
$$
Thus, for all $t \in [0, 1/2] \mathbb{T}$, we have

\[
|\phi_1(t) - \phi_0(t)| \leq \left| \frac{33}{64} - t^2 \right| \leq \frac{33}{64} + \frac{1}{4} = \frac{49}{64}.
\]

Hence, $N = 49/64$ and so, as $k \to \infty$, the error estimate between the kth approximation and the solution will be

\[
|\phi_k(t) - \phi(t)| \leq \frac{49}{64} e^{L\alpha} \epsilon_k, \quad \text{for all } t \in [0, 1/2] \mathbb{T},
\]

where

\[
\epsilon_k := \left[\frac{L\alpha}{k!}\right].
\]

Since $a = 1$, $\alpha = 1/2$ and $L = 2$, we note that for $k = 5$, we obtain

\[
\epsilon_5 = \frac{1}{5!} = .008.
\]

Hence, the error estimate between the fifth approximation and the solution will be

\[
|\phi_5(t) - \phi(t)| \leq \frac{49}{64} e^{(.008)} = .02, \quad \text{for all } t \in [0, 1/2] \mathbb{T}.
\]

\[\square\]

Our next example takes the initial approximation $\phi_0$ to be linear, with successive iterations developed from (3.2.3). The example shows convergence of these iterations to a unique solution with very small error estimate between the 10th iteration and the solution.

Example 3.3.7 Let the rectangle $R$ be defined by

\[
R := \{(t, p) \in \mathbb{T} \times \mathbb{R} : t \in [0, 1] \mathbb{T}, |p - 1| \leq 1\}. \tag{3.3.18}
\]

Consider the initial value problem using the Riccati equation

\[
x^\Delta = t + x^2, \quad \text{for all } t \in [0, 1] \mathbb{T}; \tag{3.3.19}
\]

\[
x(0) = 1. \tag{3.3.20}
\]

Choosing the first approximation to be

\[
\phi_0(t) := t + 1 \quad \text{for all } t \in [0, 1] \mathbb{T}, \tag{3.3.21}
\]
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we claim that the sequence of functions \( \phi_k \) generated by (3.2.3) converges on the interval \([0, 1/5]_T\) to the unique solution \( \phi \) of the IVP (3.3.19), (3.3.20) such that the point \((t, \phi(t)) \in R\) for all \( t \in [0, 1/5]_T\).

**Proof**: We prove that the given IVP satisfies the conditions of Theorem (3.2.3). We note from (3.3.18) that

\[
R^\kappa := \{(t, p) \in T^\kappa \times \mathbb{R} : t \in [0, 1/\kappa]_T, |p - 1| \leq 1\}.
\]

We prove the following:

(i) \( f \) is right–Hilger–continuous on \( R^\kappa \): We note that the composition function \( k(t) := t + (p(t))^2 \) is rd–continuous for all \( t \in \text{[0, 1]}_T \). Thus our \( f \) is right–Hilger–continuous on \( R^\kappa \);

(ii) \( f \) is bounded on \( R^\kappa \): We note that \( p \leq 2 \). Therefore, for all \( t \in \text{[0, 1]}_\kappa \), we have

\[
|f(t, p)| = |t + p^2| \leq |t| + |p^2| \leq 1 + 4 = 5.
\]

Thus, \( f \) is bounded by \( M = 5 \) for all \( t \in \text{[0, 1]}_\kappa \). Thus, for an interval \([0, \alpha]_T \subseteq [0, 1]_T\), we have \( \alpha \leq \frac{b}{M} = \frac{1}{5} \);

(iii) \( f \) is Lipschitz–continuous on \( R^\kappa \): Note that for \( p \leq 2 \), we have

\[
\left| \frac{\partial f(t, p)}{\partial p} \right| = |2p| \leq 4, \quad \text{for all } t \in \text{[0, 1]}_\kappa.
\]

Thus, by Corollary 3.3.5, \( f \) is Lipschitz continuous with Lipschitz constant \( L = 4 \);

(iv) \( \phi_k \) is convergent on \([0, 1/5]_T\): We note that \( \phi_0(t) = t + 1 \) is continuous for all \( t \in \text{[0, 1]}_T \) and

\[
|\phi_0(t) - x_0| = |t + 1 - 1| = |t| \leq 1/5 < 1, \quad \text{for all } t \in \text{[0, 1/5]}_T.
\]

Thus, by Theorem 3.3.3, the successive approximations given by

\[
\phi_{k+1}(t) := x_0 + \int_0^t f(s, \phi_k(s)) \Delta s
\]

\[
= 1 + \int_0^t (s + \phi_k^2(s)) \Delta s \quad (3.3.22)
\]
converge uniformly to a unique solution, and have the optimal interval of convergence as \([0, 1/5]_T\). Thus, for all \(t \in [0, 1/5]_T\), the next approximation will be

\[
\phi_1(t) = 1 + \int_0^t (s + \phi_0^2(s)) \Delta s
\]

\[
= 1 + \int_0^t (s^2 + 3s + 1) \Delta s,
\]

\[
\leq 1 + t + \frac{3t^2}{2} + \frac{t^3}{3},
\]

where we have used Lemma 3.3.1 in the second last step. Thus, for all \(t \in [0, 1/5]_T\),

\[
|\phi_1(t) - \phi_0(t)| = \left| 1 + t + \frac{3t^2}{2} + \frac{t^3}{3} - 1 - t \right|
\]

\[
\leq \left| \frac{3t^2}{2} \right| + \left| \frac{t^3}{3} \right|
\]

\[
\leq 0.08.
\]

Thus, \(N = 0.08\) for \(\alpha = 1/5\). Hence, with \(L = 4\) and choosing \(k = 10\), we obtain

\[
\epsilon_{10} = \left( \frac{4/5}{} \right)^{10} = 3 \times 10^{-8}.
\]

Therefore, for all \(t \in [0, 1/5]_T\), the error estimate between the 10th approximation and the solution will be

\[
|\phi_{10}(t) - \phi(t)| \leq N \epsilon L^k \epsilon_{10} \leq 6 \times 10^{-9}.
\]

\[\square\]

In the next section, we further discuss the convergence of successive approximations to unique solutions in the light of an example that has been discussed by researchers for the ODE case (see [?, pp. 628–632], [?, pp 51–52]). Of interest is the relationship between the convergence of Picard iterations and uniqueness of solutions. We discuss the case in the time scale setting.

3.3.1 Convergence of successive approximations and uniqueness of solution

In this section, we consider a time scale transformation of [?, pp. 51–52]. We search answers to the following questions regarding our local existence results in the previous section:
• Is the right–Hilger–continuity of $f$ sufficient to ensure that the sequence (or subsequences) of successive approximations actually converge to a solution?

• If the successive approximations do not converge, can we still have a solution of a dynamic IVP?

• Can we always construct sequences (or subsequences) by successive approximation that converge to a unique solution of a dynamic IVP?

The answers to the first and the third question are ‘no’ and for the second question is ‘yes’. To see how, we look at the following example.

**Example 3.3.8** Consider a continuously delta differentiable function $\theta : [0, 1]_\Gamma \to [0, \infty)$ such that

\[
\theta(0) = 0; \quad (3.3.23)
\]

\[
\theta(t) > 0, \quad \text{for all } t \in (0, 1]_\Gamma; \quad (3.3.24)
\]

\[\text{and} \quad \theta^\Delta(t) > 0, \quad \text{for all } t \in (0, 1]_{\Gamma_T}. \quad (3.3.25)\]

Let $f : (0, 1]_{\Gamma_T} \to \mathbb{R}$ be defined by

\[
f(t, p) := \begin{cases} 
0, & \text{for all } t = 0, \ -\infty < p < \infty; \\
\theta^\Delta(t), & \text{for all } t \in (0, 1]_{\Gamma_T}, \ p \leq 0; \\
\theta^\Delta(t) - \frac{\theta^\Delta(t)}{\theta(t)} p, & \text{for all } t \in (0, 1]_{\Gamma_T}, \ 0 < p \leq \theta(t); \\
0, & \text{for all } t \in (0, 1]_{\Gamma_T}, \ p > \theta(t). 
\end{cases} \quad (3.3.26)
\]

Consider the scalar dynamic IVP

\[
x^\Delta = f(t, x), \quad \text{for all } t \in (0, 1]_{\Gamma_T}; \quad (3.3.27)
\]

\[x(0) = 0. \quad (3.3.28)\]

We claim that the successive approximations defined by

\[
\phi_0(t) = 0; \quad (3.3.29)
\]

\[
\phi_{k+1}(t) := \int_0^t f(s, \phi_k(s)) \, \Delta s \quad (3.3.30)
\]

do not converge to a unique limit for $0 < t \leq 1$. 61
Proof: We note that if \( x(t) := \theta(t)^2 \), then from (3.3.23), we have \( x(0) = 0 \). Furthermore, we note from (3.3.26) that

\[
f(t, x) = f\left( t, \frac{\theta(t)}{2} \right) = x^\Delta(t), \quad \text{for all } t \in (0, 1]_T.
\]

Thus, \( x(t) := \frac{\theta(t)}{2} \) is a solution to (3.3.27), (3.3.28).

Next we note that \( \theta \) is delta differentiable and for any continuous function \( p \), it follows from (3.3.26) that our \( f \) is right–Hilger–continuous on \((0, 1]_T \times \mathbb{R} \). We show that the sequence (or subsequences) of successive approximations do not converge to the above solution. Note that, from (3.3.29), that for all \( t \in (0, 1]_T \), the first iteration will be of the form,

\[
\phi_1(t) = \int_0^t f(s, \phi_0(s)) \Delta s \\
= \int_0^t f(s, 0) \Delta s \\
= \int_0^t \theta^\Delta(t) \Delta s \\
= \theta(t).
\]

The second iteration will, therefore, be, for all \( t \in (0, 1]_T \)

\[
\phi_2(t) = \int_0^t f(s, \phi_1(s)) \Delta s \\
= \int_0^t f(s, \theta(s)) \Delta s \\
= \int_0^t \theta^\Delta(s) - \frac{\theta^\Delta(s)}{\theta(s)} \theta(s) \Delta s \\
= 0.
\]

Hence, \( \phi_3(t) = \phi_1(t) = \theta(t) \), for all \( t \in (0, 1]_T \). In this way, we will have

\[
\phi_{2k}(t) = 0 \quad \text{and} \quad \phi_{2k+1}(t) = \theta(t), \quad \text{for all } t \in (0, 1]_T. \quad (3.3.31)
\]

Thus, \( \phi_k \) does not converge to a unique limit in \((0, 1]_T \) in general. We further note from (3.3.31) that \( f(t, 0) \neq 0 \) and \( f(t, \theta(t)) \neq \theta^\Delta(t) \) for all \( t \in (0, 1]_T \). Hence, we conclude that

- the two subsequences converge, but not to the same limit;
- neither of the limits of the subsequences are solutions to our problem.
The above example also shows that

• the right–Hilger–continuity of \( f \) alone is not sufficient to ensure that the sequence (or subsequences) of the successive approximations actually converge to a solution.

• the Picard–Lindelöf theorem provides only a sufficient condition for the successive approximations to converge to a unique solution.

3.4 Global existence of solutions

The result presented in Theorem 3.3.3 restricts the domain of solution for points that lie within a small interval containing \( t_0 \) in \([t_0, t_0 + a]T\). For this reason, we call it the local existence theorem. If a function \( \Phi(t) \) solves the initial value problem (3.1.2), (3.1.3) for all \( t \in [t_0, t_0 + a]T \), then we say that the solution exists non–locally. In this section, we present a result that guarantees convergence of iterations (3.2.3) to a non–local solution of the system (3.1.2), (3.1.3) and we call it the global existence theorem.

In our next result, the global existence theorem, we show that if \( f \) satisfies a Lipschitz condition on the infinite strip

\[
S^\kappa := \{(t,p) \in T^\kappa \times \mathbb{R}^n : t \in [t_0, t_0 + a]T, \|p\| < \infty\},
\]

then the solution exists in the entire interval \([t_0, t_0 + a]T\).

**Theorem 3.4.1 (The global existence theorem)**

*Let \( f \) be a right–Hilger–continuous function on \( S^\kappa \). If:

(a) there exists \( L > 0 \) such that \( f \) satisfies

\[
\|f(t,p) - f(t,q)\| \leq L\|p - q\|, \quad \text{for all } (t,p), (t,q) \in R^\kappa; \tag{3.4.1}
\]

(b) \( \Phi_0 \) is continuous on \([t_0, t_0 + a]T\),

then the sequence \( \{\Phi_k(t)\} \) generated by the Picard iterative scheme (3.2.3) exists in the entire interval \([t_0, t_0 + a]T\) and converges to the unique solution \( \Phi \) of the IVP (3.1.2), (3.1.3), on \([t_0, t_0 + a]T\), with the error estimate

\[
\|\Phi_k(t) - \Phi(t)\| \leq Ne^{La}\epsilon_k, \quad \text{for all } t \in [t_0, t_0 + a]T, \tag{3.4.2}
\]
where \( N = \max_{t \in [t_0, t_0 + a]_T} \| \Phi_1(t) - \Phi_0(t) \| \).

**Proof:** We refer to the proof of Theorem 3.3.3 and follow similar steps.

1. **Uniform convergence of \( \Phi_k \) on \([t_0, t_0 + a]_T\):**

   We consider the successive approximations defined in (3.2.3) for all \( t \in [t_0, t_0 + a]_T \). By assumption \( \Phi_0(t) \) exists as a continuous function for all \( t \in [t_0, t_0 + a]_T \) and is, therefore, bounded for all \( t \in [t_0, t_0 + a]_T \). Since \( f \) is right–Hilger–continuous on \( S^\kappa \), \( f(t, \Phi_0(t)) \) is bounded for all \( t \in [t_0, t_0 + a]_T \). Thus, there exists \( M_1 > 0 \) such that
   \[
   \| f(t, \Phi_0(t)) \| \leq M_1, \quad \text{for all } t \in [t_0, t_0 + a]_T. \tag{3.4.3}
   \]

   Thus, using (3.2.3), we obtain, for all \( t \in [t_0, t_0 + a]_T \),
   \[
   \| \Phi_1(t) - x_0 \| \leq \int_{t_0}^{t} \| f(s, \Phi_{k-1}(s)) \| \Delta s \\
   \leq M_1 (t - t_0) \\
   = M_1 a. \tag{3.4.4}
   \]

   Consider the successive approximations defined in (3.2.3). Then, by induction, as proved in Lemma 3.2.1, each \( \Phi_k \) exists as a continuous function on \([t_0, t_0 + a]_T\). Also, for \( k = 2, 3, \ldots \), an expression for \( \Phi_k(t) \) can be written as in (3.3.4).

   Thus, for all \([t_0, t_0 + a]_T\), we can write
   \[
   \Phi_k(t) \leq \Phi_0(t) + \sum_{i=1}^{\infty} \| \Phi_i(t) - \Phi_{i-1}(t) \|. \tag{3.4.5}
   \]

   Using (3.4.4), we have, for all \([t_0, t_0 + a]_T\),
   \[
   \| \Phi_k(t) - x_0 \| \leq \| \Phi_0(t) - x_0 \| + \sum_{i=1}^{\infty} \| \Phi_i(t) - \Phi_{i-1}(t) \|. \tag{3.4.6}
   \]

   Since \( \Phi_0 \) and \( \Phi_1 \) are continuous on \([t_0, t_0 + a]_T\), the assumption
   \[
   \| \Phi_1(t) - \Phi_0(t) \| \leq N, \quad \text{for all } t \in [t_0, t_0 + a]_T \tag{3.4.7}
   \]

   is well–defined. Hence, we can write (3.4.6) as
   \[
   \| \Phi_k(t) - x_0 \| \leq \| \Phi_0(t) - \Phi_1(t) \| + \| \Phi_1(t) - x_0 \| + \sum_{i=1}^{\infty} \| \Phi_i(t) - \Phi_{i-1}(t) \| \\
   \leq N + M_1 (t - t_0) + \sum_{i=1}^{\infty} \| \Phi_i(t) - \Phi_{i-1}(t) \|. \tag{3.4.8}
   \]
By induction, as obtained in the proof of Theorem 3.3.3, the error inequality (3.3.6) also holds for all $t \in [t_0, t_0 + a]_\mathbb{T}$ and so, for all $i \geq 1$, we have
\[
\|\Phi_i(t) - \Phi_{i-1}(t)\| \leq N \frac{[L(t-t_0)]^{i-1}}{(i-1)!} \text{ for all } t \in [t_0, t_0 + a]_\mathbb{T}.
\]
(3.4.9)
Thus, the series $\sum_{i=1}^{\infty} \|\Phi_i(t) - \Phi_{i-1}(t)\|$ converges to $Ne^{La}$. In this way, the right hand side of (3.4.5) is convergent. Therefore, by Weierstrass test, the left hand side is also convergent. Hence, there exists a function $\Phi$ such that
\[
\Phi_k(t) \to \Phi(t), \quad \text{for all } t \in [t_0, t_0 + a]_\mathbb{T}.
\]
(3.4.10)
Moreover, using (3.4.9), we can re-write (3.4.8), for all $t \in [t_0, t_0 + a]_\mathbb{T}$, as,
\[
\|\Phi_k(t) - x_0\| \leq N + M_1 a + N \sum_{i=1}^{\infty} \|\Phi_i(t) - \Phi_{i-1}(t)\|
\leq N + M_1 a + N \sum_{i=1}^{\infty} \frac{(La)^{i-1}}{(i-1)!}
= N + M_1 a + N \sum_{i=0}^{\infty} \frac{(La)^i}{(i)!}
\leq N + M_1 a + Ne^{La}
= M_1 a + N(e^{La} + 1).
\]
Define $b := M_1 a + N(e^{La} + 1)$. Then, we obtain
\[
\|\Phi_k(t) - x_0\| \leq b, \quad \text{for all } t \in [t_0, t_0 + a]_\mathbb{T}.
\]
(3.4.11)
Thus, the points $(t, \Phi_k(t)) \in R$ for all $t \in [t_0, t_0 + a]_\mathbb{T}$.

2. **The error estimate on $\|\Phi_k - \Phi\|$:**

The error estimate for $\|\Phi_k(t) - \Phi(t)\|$ is given by the inequality (3.4.9) using (3.2.3) for all $t \in [t_0, t_0 + a]_\mathbb{T}$. It follows that, for $\epsilon_k := \frac{[La]^k}{k!}$ where $k \geq 1$, we have, for all $t \in [t_0, t_0 + a]_\mathbb{T}$, we have
\[
\|\Phi_k(t) - \Phi(t)\| \leq Ne^{La}\epsilon_k,
\]
which gives an error bound on $\|\Phi_k(t) - \Phi(t)\|$ for all $t \in [t_0, t_0 + a]_\mathbb{T}$.

3. **The limit function $\Phi$ is the unique solution:**

We show that: $\Phi$ is continuous on $[t_0, t_0 + a]_\mathbb{T}$; the graph of $(t, \Phi(t))$ lies within $R$ for all $t \in [t_0, t_0 + a]_\mathbb{T}$; $\Phi$ satisfies (3.2.2); and $\Phi$ is unique.
The continuity of $\Phi$ is the same as proved in part (c(i)) of the proof for Theorem 3.3.3, with $\alpha$ replaced with $a$. It follows from (3.4.10) and (3.4.11) that as $k \to \infty$, we have

$$\|\Phi(t) - x_0\| \leq b,$$

for all $t \in [t_0, t_0 + a]_\mathbb{T}$.

Thus, the point $(t, \Phi(t)) \in R$ for all $t \in [t_0, t_0 + a]_\mathbb{T}$.

We also note from (3.4.10) that the left hand side of (3.2.3) converges to the left hand side of (3.2.2). The proof for the right hand sides is the same as shown in the proof (c(iii)) of Theorem 3.3.3, replacing $\alpha$ by $a$. Hence for all $t \in [t_0, t_0 + a]_\mathbb{T}$, we have

$$\int_{t_0}^{t} f(s, \Phi_k(s)) \Delta s \to \int_{t_0}^{t} f(s, \Phi(s)) \Delta s,$$

for all $t \in [t_0, t_0 + a]_\mathbb{T}$.

The uniqueness of solution also follows in the same way as proved in (d) of Theorem 3.3.3.

This completes the proof and a unique solution exists for IVP (3.1.2), (3.1.3) in the entire interval $[t_0, t_0 + a]_\mathbb{T}$.

□

The above theorem is a generalisation of the global existence theorem [?] Theorem 4.13] in which $\Phi_0(t)$ was a scalar and was taken to be the initial value $x_0$. Thus, the bound $b$ on $\|\Phi_k(t) - x_0\|$ in the above theorem includes an additional term $N + Ma$.

**Corollary 3.4.2** Theorem 3.4.1 also holds if $f$ has continuous partial derivatives with respect to the second argument on $S^c$ and there exists $K > 0$ such that $\left\| \frac{\partial f}{\partial p} \right\| \leq K$. In that case, by Theorem 2.2.2, $f$ satisfies (4.4.1) for $L := K$.

□

The following example is an extension of Example 3.3.7, illustrating the existence of solution to the IVPs (3.3.19), (3.3.20) in the entire interval $[0, 1]$.

**Example 3.4.3** We re–consider Example 3.3.7 and the Riccati initial value problem (3.3.19), (3.3.20). Define the infinite strip

$$S := \{(t, p) \in \mathbb{T} \times \mathbb{R} : t \in [0, 1]_\mathbb{T}, |p| < \infty\},$$

(3.4.12)
We have the first approximation to be a continuous function \( \phi_0(t) := t + 1 \) for all \( t \in [0, 1] \). We claim that the sequence of functions \( \phi_k \) generated by the Picard iterative scheme (3.2.3) converges to the unique solution \( \phi \) of (3.3.19), (3.3.20) such that the point \( (t, \phi(t)) \in R \) for all \( t \in [0, 1] \), where

\[
R := \{(t, p) \in T \times \mathbb{R} : t \in [0, 1], |p - 1| \leq 9\}.
\]  

(3.4.13)

**Proof:** We show that (3.3.19), (3.3.20) satisfies all conditions of Theorem 3.4.1.

Note that in this case

\[
S^\kappa := \{(t, p) \in T^\kappa \times \mathbb{R} : t \in [0, 1], |p| < \infty\}.
\]

We show the following:

(i) \( f \) is right–Hilger–continuous on \( S^\kappa \): We proved the right–Hilger–continuity of \( f \) in \( R^\kappa \) in Example 3.3.7. By the same arguments \( f \) is right–Hilger–continuous on \( S^\kappa \);

(ii) \( f \) is Lipschitz continuous on \( S^\kappa \): Note that, for all \( t \in [0, 1] \), we have

\[
|f(t, \phi_0(t))| = |t + \phi_0^2(t)| \\
= |t + (t + 1)^2| \\
\leq |t^2| + 3|t| + 1 \\
\leq 5.
\]

Thus, \( M_1 = 5 \).

We also note from Example 3.3.7 that

\[
\phi_1(t) \leq 1 + t + \frac{3}{2}t^2 + \frac{t^3}{3}, \quad \text{for all } t \in [0, 1].
\]

Therefore, for all \( t \in [0, 1] \), we have

\[
|\phi_1(t) - \phi_0(t)| \leq \frac{3}{2}t^2 + \frac{t^3}{3} \leq \frac{11}{6}.
\]

Thus, \( N = 11/6 \).

Using (3.4.11) and the values of \( a, M_1, N \), we note that the minimum integral value of \( b \) for which \( L > 0 \) is \( b = 9 \). Thus, choosing \( b = 9 \), we obtain a Lipschitz constant \( L = .16 \) for \( f \).
(iii) $\Phi_k$ are convergent on $[0, 1]_T$: By Theorem 3.4.1, the successive approximations given by

$$
\phi_{k+1}(t) := x_0 + \int_0^t f(s, \phi_k(s)) \Delta s
= 1 + \int_0^t (s + \phi_k^2(s)) \Delta s,
$$

converge to a unique solution $\phi$ for all $t \in [0, 1]_T$ such that the point $(t, \phi(t)) \in R$. Hence, with $M_1 = 5, L = .16$ and $N = 11/6$, if we choose $k = 5$, we obtain

$$
\epsilon_5 = \frac{[.16]_5}{5!} = 1 \times 10^{-6}.
$$

Therefore, the error estimate between the 5-th approximation and the solution will be

$$
|\phi_5(t) - \phi(t)| \leq \frac{11}{6} e^{16} (1 \times 10^{-6}) = 3 \times 10^{-7}, \quad \text{for all } t \in [0, 1]_T.
$$

\[\square\]

In the next section, we present a time scale transformation of a theorem of Keller [?, Chapter 1] from ordinary differential equations, applying ideas from Theorem 3.4.1.

### 3.5 Keller’s existence theorem on $\mathbb{T}$

In this section, we present another existence result employing the method of successive approximations using ideas from [?, Chapter 1]. We consider a dynamic initial value problem with the initial value in an $n$–sphere of radius $r$ for some $r > 0$. We also consider a right–Hilger–continuous function $f$ defined on a larger sphere.

Let $r, M > 0$ and $t$ a point in an arbitrary compact interval $[t_0, t_0 + a]_\mathbb{T} \subseteq \mathbb{T}$. Let $A_0 \in \mathbb{R}^n$ and define

$$
N_r(A_0) := \{p : \|p - A_0\| \leq r\} \quad (3.5.1)
$$

and

$$
P_{r,M}(A_0) := \{(t, p) : t \in [t_0, t_0 + a]_\mathbb{T} \text{ and } \|p - A_0\| \leq r + M(t - t_0)\}. \quad (3.5.2)
$$
Consider the vector dynamic IVP
\[ x^A = f(t, x), \quad \text{for all } t \in [t_0, t_0 + a]^T; \quad (3.5.3) \]
\[ x(t_0) = x_0. \quad (3.5.4) \]

Then the following theorem guarantees a unique solution to the IVP (3.5.3), (3.5.4) in \( P_{r,M}(A_0) \).

**Theorem 3.5.1** Let \( A_0 \in \mathbb{R}^n \) and \( x_0 \in N_r(A_0) \). Consider positive constants \( r, M, N \) such that (3.5.1) and (3.5.2) hold. Let \( f : P_{r,M}(A_0) \to \mathbb{R}^n \) be a right– Hilger–continuous function. If:

(i) \( f \) satisfies
\[ \|f(t, p)\| \leq M, \quad \text{for all } (t, p) \in P_{r,M}(A_0); \quad (3.5.5) \]

(ii) there exists a constant \( L > 0 \) such that
\[ \|f(t, p) - f(t, q)\| \leq L \|p - q\|, \quad \text{for all } (t, p), (t, q) \in P_{r,M}(A_0); \quad (3.5.6) \]

(iii) the initial approximation \( \Phi_0 \) is continuous on \([t_0, t_0 + a]^T\) such that
\[ \|\Phi_0(t) - A_0\| \leq r + M(t - t_0), \quad \text{for all } t \in [t_0, t_0 + a]^T, \quad (3.5.7) \]

then the successive approximations defined by
\[ \Phi_{k+1}(t; x_0) := x_0 + \int_{t_0}^{t} f(s, \Phi_k(s; x_0)) \Delta s, \quad \text{for all } t \in [t_0, t_0 + a]^T \quad (3.5.8) \]
converge uniformly on \([t_0, t_0 + a]^T\) to the unique solution, \( x := x(t, x_0) \), of the dynamic IVP (3.5.3), (3.5.4) such that the point \((t, x(t, x_0)) \in P_{r,M}(A_0)\), with the error estimate
\[ \|\Phi_k(t; x_0) - \Phi_0(t; x_0)\| \leq Qe^{L(t-t_0)}\epsilon_k, \quad \text{for all } t \in [t_0, t_0 + a]^T, \quad (3.5.9) \]
where \( Q := \max_{t \in [t_0, t_0+a]^T}\|\Phi_1(t; x_0) - \Phi_0(t; x_0)\|. \)

**Proof:** As before, we divide the proof into smaller sections for the purpose of clarity.

We show the following:
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(a) \( \{ \Phi_k \} \) is uniformly convergent on \([t_0, t_0 + a]_\mathbb{T}\):

We first show that \( \Phi_k \) are uniformly continuous on \([t_0, t_0 + a]_\mathbb{T}\) for all \( k \geq 0 \) such that the points \((t, \Phi_k(t; x_0)) \in \mathcal{P}_{r,M}(A_0)\) for all \( t \in [t_0, t_0 + a]_\mathbb{T}\). Next we show that the sequence \( \{ \Phi_k \} \) converges to the unique solution \( \Phi \) in \( \mathcal{P}_{r,M}(A_0) \).

Note that \( f \) is right–Hilger–continuous on \( \mathcal{P}_{r,N}(A_0) \) and, by assumption, \( \Phi_0 \) is continuous on \([t_0, t_0 + a]_\mathbb{T}\) such that (3.5.7) holds. It follows by Lemma 3.2.1 that \( \Phi_k \) are continuous on \([t_0, t_0 + a]_\mathbb{T}\) for all \( k \geq 0 \).

Next, we show that each \( \Phi_k \) satisfies

\[
\| \Phi_k(t; x_0) - A_0 \| \leq r + M(t - t_0), \quad \text{for all } t \in [t_0, t_0 + a]_\mathbb{T}, \quad (3.5.10)
\]

so that the points \((t, \Phi_k(t; x_0)) \in \mathcal{P}_{r,M}(A_0)\) for all \( t \in [t_0, t_0 + a]_\mathbb{T}\). We prove this by induction on \( k \). We note from (3.5.7) that (3.5.10) holds for \( k = 0 \).

Next we assume that (3.5.10) holds for some \( k = i > 0 \), so that

\[
\| \Phi_i(t; x_0) - A_0 \| \leq r + M(t - t_0), \quad \text{for all } t \in [t_0, t_0 + a]_\mathbb{T}.
\]

Using (3.5.1), (3.5.5) and (3.5.8), we obtain, for all \( t \in [t_0, t_0 + a]_\mathbb{T} \),

\[
\| \Phi_{i+1}(t; x_0) - A_0 \| \leq \| x_0 - A_0 \| + \int_{t_0}^{t} \| f(s, \Phi_i(s; x_0)) \| \Delta s \\
\leq r + M(t - t_0).
\]

Hence (3.5.10) is true for \( i = k + 1 \), and so, holds in general. Thus, the points \((t, \Phi_k(t; x_0)) \in \mathcal{P}_{r,M}(A_0)\) for all \( t \in [t_0, t_0 + a]_\mathbb{T}\).

Finally, it will be sufficient to show that, for all \( t \in [t_0, t_0 + a]_\mathbb{T} \), the estimate

\[
\| \Phi_k(t; x_0) - \Phi_{k-1}(t; x_0) \| \leq Q \frac{(L(t - t_0))^{k-1}}{(k-1)!} \quad (3.5.11)
\]

holds. We prove the above inequality by induction on \( k \). Note that, from (iii),

(3.5.11) holds for \( k = 1 \) for all \( t \in [t_0, t_0 + a]_\mathbb{T} \). For \( k = 2 \), we note from (3.5.8) that, for all \( t \in [t_0, t_0 + a]_\mathbb{T} \),

\[
\| \Phi_2(t; x_0) - \Phi_1(t; x_0) \| \leq \int_{t_0}^{t} \| f(s, \Phi_1(s; x_0)) - f(s, \Phi_0(s; x_0)) \| \Delta s \\
\leq L \int_{t_0}^{t} \| \Phi_1(s; x_0) - \Phi_0(s; x_0) \| \Delta s \\
\leq QL(t - t_0),
\]
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where we have used (3.5.6) in the second last step. Thus, (3.5.11) is true for 
k = 1, 2. We assume that (3.5.11) holds for some 
k = i \geq 1 and note that using Lemma 3.3.1, (3.5.6) and (3.5.11), we obtain

\[
\|\Phi_{i+1}(t; x_0) - \Phi_i(t; x_0)\| \leq \int_{t_0}^t \|f(s, \Phi_i(s; x_0)) - f(s, \Phi_{i-1}(s; x_0))\| \, ds \\
\leq L \int_{t_0}^t \|\Phi_i(s; x_0) - \Phi_{i-1}(s; x_0)\| \, ds \\
\leq QL \int_{t_0}^t \frac{\|L(s-t_0)\|^{i-1}}{(i-1)!} \, ds \\
\leq Q \frac{[L(t-t_0)]^i}{i!}.
\]

Thus the inequality (3.5.11) holds for all \(i\). We also note that, for all \(t \in [t_0, t_0 + a]_T\), the series

\[
\sum_{i=1}^{\infty} \|\Phi_i(t; x_0) - \Phi_{i-1}(t; x_0)\| \leq Q \sum_{i=1}^{\infty} \frac{[L(s-t_0)]^i}{i!} \\
\leq Q \sum_{i=0}^{\infty} \frac{[L(s-t_0)]^i}{i!}.
\]

(3.5.12)

We note that the right hand side of (3.5.12) is convergent and so the left hand side is also convergent applying the Weierstrass test. Therefore, we conclude that \(\Phi_k\) converges uniformly on \([t_0, t_0 + a]_T\) to some function \(\Phi\). The error estimate for \(\|\Phi_k - \Phi\|\) is obtained in the same way as in the proof (part (3)) of Theorem 3.4.1. Thus, for all \(k \geq 0\), there exists \(\epsilon_k := \frac{[L(t-t_0)]^k}{k!}\) such that

\[
\|\Phi_k(t; x_0) - \Phi(t; x_0)\| \leq Q e^{[L(t-t_0)]} \epsilon_k, \text{ for all } t \in [t_0, t_0 + a]_T, \quad (3.5.13)
\]

and so,

\[
\Phi_k(t; x_0) \to \Phi(t; x_0) \text{ as } k \to \infty, \quad \text{for all } t \in [t_0, t_0 + a]_T. \quad (3.5.14)
\]

(b) The limit function \(\Phi\) is a solution to (3.5.3), (3.5.4):

We note that since \(f\) is right–Hilger–continuous on \(P_{r,M}(A_0)\), we have \(\Phi\) a solution of (3.5.3), (3.5.4) if and only if \(\Phi\) satisfies the delta integral equation

\[
\Phi(t; x_0) = x_0 + \int_{t_0}^t f(s; \Phi(s; x_0)), \quad \text{for all } t \in [t_0, t_0 + a]_T. \quad (3.5.15)
\]
We note that $\Phi(t; x_0)$ is a continuous function for all $t \in [t_0, t_0 + a] \mathbb{T}$, such that the point $(t, \Phi(t; x_0)) \in P_{r,M}(A_0)$. The proof being the same as in proof (c)(i) of Theorem 3.3.3 and is omitted.

Next we show that (3.5.8) converges to (3.5.15). We have already proved in (3.5.14) that the left hand side of (3.5.8) converges to the left hand side of (3.5.15). Therefore, we only need to prove that

$$\int_{t_0}^t f(s, \Phi_k(s; x_0)) \Delta s \to \int_{t_0}^t f(s, \Phi(s; x_0)) \Delta s, \quad \text{for all } t \in [t_0, t_0 + a] \mathbb{T}.$$

Note that, for all $t \in [t_0, t_0 + a] \mathbb{T}$, we obtain

$$\left| \int_{t_0}^t f(s, \Phi_k(s; x_0)) \Delta s - \int_{t_0}^t f(s, \Phi(s; x_0)) \Delta s \right| \leq \int_{t_0}^t \| f(s, \Phi_k(s; x_0)) - f(s, \Phi(s; x_0)) \| \Delta s$$

$$\leq L \int_{t_0}^t \| \Phi_k(s; x_0) - \Phi(s; x_0) \| \Delta s$$

$$\leq LQ e^{L(t-t_0)} \int_{t_0}^t \epsilon_k \Delta s$$

$$\leq LQ e^{L(t-t_0)} \epsilon_k (t - t_0),$$

where we have used (3.5.13) in the second last step. Since $\epsilon_k \to 0$ as $k \to \infty$, we have,

$$\left| \int_{t_0}^t f(s, \Phi_k(s; x_0)) \Delta s - \int_{t_0}^t f(s, \Phi(s; x_0)) \Delta s \right| \to 0 \text{ for all } t \in [t_0, t_0 + a] \mathbb{T}.$$

Hence

$$\int_{t_0}^t f(s, \Phi_k(s; x_0)) \Delta s \to \int_{t_0}^t f(s, \Phi(s; x_0)) \Delta s \text{ for all } t \in [t_0, t_0 + a] \mathbb{T}.$$

(c) $\Phi$ is unique

The proof is exactly the same as in part (d) of the proof of Theorem 3.3.3 and is therefore omitted.

\[\square\]

**Corollary 3.5.2** Theorem 3.5.1 also holds if $f$ has continuous partial derivatives with respect to the second argument on $P_{r,M}(A_0)$ and there exists $K > 0$ such that $\| \frac{\partial f}{\partial p} \| \leq K$. In that case, $f$ satisfies (4.4.1) for $L := K$ by Theorem 2.2.2.

\[\square\]
3.6 Peano’s existence theorem on $\mathbb{T}$

In previous sections, we discussed the existence of solution to the dynamic IVP (3.1.2), (3.1.3) as the unique limit of successive approximations to the solution when a right–Hilger–continuous function $f$ satisfied a Lipschitz condition on a given compact domain $R^\kappa$. In this section, we prove that, in the absence of the Lipschitz condition, the IVP (3.1.2), (3.1.3) has a solution which is the uniform limit of a sequence of solutions to the system of IVPs

\begin{align}
\Delta x &= f_k(t, x_k), \quad \text{for all } t \in [t_0, t_0 + a]_T^\kappa; \\
x(t_0) &= x_k, & \text{(3.6.1)}
\end{align}

where $k \geq 1$ such that

\begin{align}
t_k &\to t_0 \in \mathbb{T}, \text{ and } x_k \to x_0 \text{ as } k \to \infty. & \text{(3.6.3)}
\end{align}

More precisely, we consider a sequence of right–Hilger–continuous functions $f_1, f_2, \ldots, f_k$ defined on $R^\kappa$ such that the uniform limit

\begin{align}
\lim_{k \to \infty} f_k(t, p) &= f(t, p), \quad \text{for all } (t, p) \in R^\kappa & \text{(3.6.4)}
\end{align}

exists. Denote by $\{\Phi_k(t)\}$ a sequence of continuous functions and $\{\Phi_{k(\ell)}(t)\}$ as a subsequence for all $t \in [t_0, t_0 + a]_T$. We show in our next result that the above subsequence has a uniform limit, $\Phi$, which is a solution to the limit problem

\begin{align}
\Delta x &= f(t, x), \quad \text{for all } t \in [t_0, t_0 + a]_T^\kappa; \\
x(t_0) &= x_0. & \text{(3.6.5)}
\end{align}

We further show that if $\Phi$ is unique then $\Phi$ will be the uniform limit of the sequence $\{\Phi_k(t)\}$ for all $t \in [t_0, t_0 + a]_T$.

**Definition 3.6.1** [?, p.346]

Let $t$ be a point in $[t_0, t_0 + a]_T \subseteq \mathbb{T}$. A family of functions $x_i$ defined on $[t_0, t_0 + a]_T$ is said to be equicontinuous if, for every $\epsilon > 0$, there exists $\delta := \delta(\epsilon) > 0$ such that for all $i = 1, 2, 3, \ldots$,

$$
\|x_i(t) - x_i(s)\| \leq \epsilon, \text{ whenever } s \in (t - \delta, t + \delta)_T \text{ for all } t, s \in [t_0, t_0 + a]_T.
$$
Remark 3.6.2 [?, p.3]

Let \( x : S \subseteq \mathbb{T} \rightarrow \mathbb{R}^n \) be arbitrary. Consider a family of functions \( x_i \) uniformly Lipschitz continuous on \( S \). That is, there exists \( L > 0 \) such that for all \( i \geq 1 \), we have
\[
\|x_i(t) - x_i(s)\| \leq L|t - s|, \quad \text{for all } t, s \in S.
\]
Then \( x_i \) are equicontinuous on \( S \).

\[\square\]

Lemma 3.6.3 [?, p.3]

Consider a compact set \( E \) and a family of continuous functions \( x_i \) such that \( x_i \) are uniformly convergent on \( E \). Then \( x_i \) are uniformly bounded and equicontinuous in \( E \).

\[\square\]

The next theorem, called the Arzela–Ascoli Theorem (sometimes written as Ascoli–Arzela Theorem) [?], [?, Theorem 8.26], [?, p.178], will be useful in some important results in this and the next chapter to establish uniform convergence of compact maps.

Theorem 3.6.4 Arzela–Ascoli Theorem

Consider a family of uniformly bounded and equicontinuous functions \( x_1, x_2, \cdots \) defined on a compact set \( E_n \subseteq \mathbb{R}^n \). Then, there exists a subsequence \( x_{i(1)}, x_{i(2)}, \cdots \) that converges uniformly on \( E_n \) for all \( i = 1, 2, \cdots \).

Remark 3.6.5 [?, p.4]

If the uniformly convergent subsequences \( x_{i(1)}, x_{i(2)}, \cdots \) in Theorem (3.6.4) converge to the same limit, \( \Phi \), then
\[
x_i \rightarrow \Phi, \quad \text{for all } i = 1, 2, \cdots.
\]

\[\square\]

Theorem 3.6.6 Consider a sequence \( \{f_k\} \) of right–Hilger–continuous functions \( f_k : \mathbb{R}^\kappa \rightarrow \mathbb{R}^n \) such that (3.6.4) holds. We show the following:
(a) If, for all $k = 1, 2, \ldots$, $\Phi_k$ is a solution to (3.6.1), (3.6.2) on $[t_0, t_0 + a]_T$, then the subsequence $\Phi_{k(1)}, \Phi_{k(2)}, \ldots$ is uniformly convergent on $[t_0, t_0 + a]_T$;

(b) if we denote the limit of this uniformly convergent subsequence by

$$\Phi(t) = \lim_{k \to \infty} \Phi_{k(i)}(t), \quad \text{for all } t \in [t_0, t_0 + a]_T,$$

then $\Phi$ will be a solution to (3.6.5), (3.6.6) on $[t_0, t_0 + a]_T$;

(c) if $\Phi(t)$ is the unique solution of (3.6.5), (3.6.6) for all $t \in [t_0, t_0 + a]_T$, then

$$\Phi(t) = \lim_{k \to \infty} \Phi_k(t), \quad \text{for all } t \in [t_0, t_0 + a]_T.$$

**Proof:** (a) We show that the subsequence $\{\Phi_{k(i)}\}$ is uniformly convergent to $\Phi$ on $[t_0, t_0 + a]_T$:

We note that $\{f_k\}$ is a sequence of right–Hilger–continuous functions, converging to a limit $f$ uniformly on the compact set $R^\kappa$. Hence, $f_k$ are uniformly bounded on $R^\kappa$. Thus, there exists $K > 0$ such that for all $k \geq 1$

$$\|f_k(t, p)\| \leq K, \quad \text{for all } (t, p) \in R^\kappa. \quad (3.6.9)$$

Since $\Phi_k(t)$ is a solution to (3.6.1), (3.6.2) for all $k \geq 1$, we have from (3.6.9)

$$\|\Phi_k(t)\| \leq K, \quad \text{for all } t \in [t_0, t_0 + a]_T.$$ 

Hence, by Theorem 2.2.2, $\Phi_k$ are Lipschitz continuous with Lipschitz constant $K$ for all $k \geq 1$, and by Remark 3.6.2, $\Phi_k$ are equicontinuous on $[t_0, t_0 + a]_T$. Thus, for every $\epsilon > 0$, there exists $\delta := \frac{\epsilon}{K}$ such that for all $t, s \in [t_0, t_0 + a]_T$, we have

$$\|\Phi_k(t) - \Phi_k(s)\| \leq \epsilon, \quad \text{whenever } |t - s| \leq \delta.$$ 

Therefore, by Theorem 3.6.4, there exists a subsequence $\Phi_{k(i)}$ which is uniformly convergent on $[t_0, t_0 + a]_T$ for all $k \geq 1$. Hence, by our assumption on $\Phi$, we have

$$\Phi_{k(i)}(t) \to \Phi(t) \quad \text{for all } t \in [t_0, t_0 + a]_T \quad (3.6.10)$$

(b) We show that $\Phi$ is a solution to (3.6.5), (3.6.6):

By Lemma 2.1.3, $\Phi$ will be a solution to (3.6.5), (3.6.6) if and only if it solves the delta integral equation

$$\Phi(t) = x_0 + \int_{t_0}^{t} f(s, \Phi(s)) \Delta s, \quad \text{for all } t \in [t_0, t_0 + a]_T. \quad (3.6.11)$$
Since \( \Phi_k \) is a solution to (3.6.1), (3.6.2), \( \Phi_{k(i)} \) will be a solution to (3.6.1), (3.6.2) corresponding to the \( k(i) \)-th equation. Thus, by Lemma 2.1.3, for all \( k, i \geq 1 \), \( \Phi_{k(i)} \) satisfies the delta integral equation

\[
\Phi_{k(i)}(t) = x_{k(i)} + \int_{t_0}^{t} f_{k(i)}(s, \Phi(s)) \Delta s, \quad \text{for all } t \in [t_0, t_0 + a]_T. \tag{3.6.12}
\]

Since \( R^\kappa \) is compact and \( f_k \to f \) uniformly on \( R^\kappa \), we have

\[
f_{k(i)}(t, x) \to f(t, x), \quad \text{for all } (t, x) \in R^\kappa.
\]

Similarly, from (3.6.3) and (3.6.2), we have \( t_k(t) \to t_0 \) and \( x(t_k(i)) =: x_k(i) \to x_0 \) for all \( k(i) \geq 1 \). Thus, we have the right hand side of (3.6.12) convergent to the right hand side of (3.6.11) and by (3.6.10), the left hand side of (3.6.12) also converges to the left hand side of (3.6.11). Thus, \( \Phi \) satisfies (3.6.11). By Remark (3.6.5), \( \Phi_k \to \Phi \) and \( \Phi(t) \) is a solution to (3.6.8) for all \( t \in [t_0, t_0 + a]_T \).

(c) \( \Phi \) is the unique solution of (3.6.5), (3.6.6):

Note that, from (b) above, \( \Phi(t) \) is a solution to (3.6.8) for all \( t \in [t_0, t_0 + a]_T \) and so, is a continuous function. Also, \( \Phi_k \) is a solution to (3.6.1), (3.6.2) on \([t_0, t_0 + a]_T \) and the point \((t, \Phi_k(t)) \in R \) for all \( t \in [t_0, t_0 + a]_T \). Thus, as \( k \to \infty \), the graph \((t, \Phi(t)) \in R \) for all \( t \in [t_0, t_0 + a]_T \). It is already proved that \( \Phi \) satisfies (3.6.11). Thus, \( \Phi \) is continuous on \([t_0, t_0 + a]_T \). The uniqueness of \( \Phi \) is proved in the same way as in the proof (d) of Theorem 3.3.3 and is omitted. This completes the proof.

\(\square\)

Now, we present the main result of this section. This result is an extension of [?], pp.10-11 to the time scale setting and guarantees the existence of solutions to (3.6.5), (3.6.6) in the absence of Lipschitz condition. In this way, the result is more flexible for the existence of a solution to (3.6.5), (3.6.6) than Theorem 3.3.3. However, it does not guarantee the uniqueness of solutions.

**Theorem 3.6.7 Peano’s existence theorem on \( \mathbb{T} \)**

*Let \( f : R^\kappa \to \mathbb{R}^n \) be a right–Hilger–continuous function. If there exists \( t_0 < \alpha < a \) such that

\[
\alpha := \min \left\{ a, \frac{b}{M} \right\}, \tag{3.6.13}
\]

then...*
then the IVP (3.1.2), (3.1.3) has at least one solution in the interval 
\([t_0, t_0 + \alpha]_T \subseteq [t_0, t_0 + a]_T\).

**Proof:** We first approximate \( f \) uniformly on \( R^\kappa \) by a sequence of right–Hilger continuous functions \( \{f_k\} \) such that \( f_k : R^\kappa \to R^n \), for each \( k = 1, 2, \ldots \). Let \( \psi(s) \) be a real–valued smooth function defined for all \( s \geq 0 \) such that \( \psi(s) > 0 \) for \( 0 \leq s < 1 \); and \( \psi(s) = 0 \) for \( s \geq 1 \). Then, by [?, p.6] there exists a constant \( c > 0 \) depending on \( \psi(s) \) and the dimension \( n \), such that for every \( \epsilon > 0 \), we have for all \( i = 1, 2, \ldots, n \)

\[
c e^{-n} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \psi(\epsilon^{-2}\|x - p\|^2) \, dp_i = 1, \quad \text{for all } (t, p) \in R^\kappa,
\]

where \( \|x\| = (\sum |x^i|^2)^{1/2} \). So if, for all \( i = 1, 2, \ldots, n \), we define

\[
f_k(t, x) := c e^{n} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f(t, p) \psi(\epsilon^{-2}\|x - p\|^2) \, dp_i,
\]

for all \( (t, p) \in R^\kappa \),

then for each \( i = 1, 2, \ldots, n \) we have

\[
f_k(t, x) := c e^{n} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f(t, x - p) \psi(\epsilon^{-2}\|p\|^2) \, dp_i,
\]

for all \( (t, p) \in R^\kappa \).

We note from [?, p.6] that as \( \epsilon \to 0 \),

\[
f_k \to f, \quad \text{uniformly on } R^\kappa.
\]

Thus, there exits \( M > 0 \) such that \( \|f_k\| \leq M \), for all \( k = 1, 2, \ldots \). Furthermore, \( \{f_k\} \) has continuous partial derivatives of all orders with respect to \( x_1, x_2, \ldots, x_k \), and is uniformly Lipschitz continuous.

Hence, \( \{f_k\} \) satisfies the conditions of Theorem 3.3.3. Thus, \( \Phi_k \) will be solutions to the family of dynamic IVP (3.6.1), (3.6.2) in the compact interval

\[
[t_0, t_0 + \alpha] = \left[ t_0, t_0 + \min \left\{ a, \frac{b}{M} \right\} \right]_T
\]

for all \( k \geq 1 \). Moreover, \( \Phi_k \) are equicontinuous and for all \( k \geq 1 \),

\[
\|\Phi_k(t) - x_0\| \leq b, \quad \text{for all } t \in [t_0, t_0 + \alpha]_T.
\]

Furthermore, since \( f_k \to f \) on \( R^\kappa \) by (3.6.16), Theorem 3.6.6 applies, and so we have \( \Phi_k(t) \to \Phi(t) \) uniformly for all \( t \in [t_0, t_0 + a]_T \) and \( \Phi(t) \) is a solution to (3.6.5), (3.6.6) for all \( t \in [t_0, t_0 + a]_T \) and so for all \( t \in [t_0, t_0 + a]_T \).
Next, we show that the point \((t, \Phi(t)) \in R\). This is evident by the convergence of \(\Phi_k\) in (3.6.17). Hence, as \(k \to \infty\), we obtain
\[\|\Phi(t) - x_0\| \leq b, \quad \text{for all} \ t \in [t_0, t_0 + \alpha].\]
Thus, the graph of the point \((t, \Phi(t))\) lies entirely in \(R\) and the theorem is proved.

\[\Box\]

3.7 Higher order equations

This section extends the ideas in Theorem 3.3.3 to equations of order \(n\) following [?, pp.258-260].

Let \(T\) be an arbitrary time scale. Consider a set of continuous functions \(x : [t_0, t_0 + a]_T \to \mathbb{R}^n\). That is \(x = (x_1, x_2, \cdots, x_n)\), such that
\[x_1 := x; \ x_2 := x^\Delta; \ x_3 := x^\Delta^2; \cdots; x_{n-1} := x^\Delta^{n-2}; \ x_n := x^\Delta^{n-1}. \quad (3.7.1)\]
Here \(x^\Delta\) is the generalised derivative of \(x\). If we delta–differentiate the above system of equations, we obtain a set of first order dynamic equations
\[\begin{align*}
x_1^\Delta &= x_2; \\
x_2^\Delta &= x_3; \\
&\vdots \\
x_{n-1}^\Delta &= x_n; \\
x_n^\Delta &= f_n(t, x_1, x_2, \cdots, x_n) = f_n(t, x). \quad (3.7.2)
\end{align*}\]
Consider
\[R^\kappa = \{ (t, p) \in T^\kappa \times \mathbb{R} : t \in [t_0, t_0 + a]_T, \| p - A \| \leq b \} \quad (3.7.3)\]
for all \(a, b > 0\), and \(t_0, t_0 + a \in T\).

Let \(f : R^\kappa \to \mathbb{R}^n\) be a right–Hilger–continuous function of \(1 + n\) variables.

We consider the system of \(n\)–th order dynamic equations
\[\begin{align*}
x^\Delta^n &= f(t, x, x^\Delta, \cdots, x^\Delta^{n-1}), \quad \text{for all} \ t \in T^\kappa; \\
(x^\Delta)^i(t_0) &= A_i, \quad (3.7.4) \quad (3.7.5)
\end{align*}\]
where $i = 1, 2, \cdots$. Under the assumption (3.7.1) and (3.7.2) this system can be reduced to
\begin{equation}
x^\Delta = f(t, x), \quad \text{for all } t \in T^\kappa; \tag{3.7.6}
\end{equation}
\begin{equation}
x(t_0) = A, \tag{3.7.7}
\end{equation}
where $A = (A_1, A_2, \cdots, A_n)$.

If the system (3.7.4), (3.7.5) has a solution $\Phi(t)$ for all $t \in [t_0, t_0 + \alpha]_T \subseteq [t_0, t_0 + a]_T$, then
\[ \Phi = (\phi_1, \phi_2, \cdots, \phi_n) := (\phi, \phi^\Delta, \phi^\Delta^2, \cdots, \phi^\Delta^{n-1}), \tag{3.7.8} \]
where $\phi, \phi^\Delta, \phi^\Delta^2, \cdots, \phi^\Delta^{n-1}$ are the respective solutions for the system (3.7.2). The following result guarantees the existence of a unique solution of (3.7.4), (3.7.5) in $R^\kappa$.

**Theorem 3.7.1** Let $f_n$ defined in (3.7.2) be a right–Hilger–continuous function on $R^\kappa$. If $f_n$ satisfies the conditions that:

(a) there exists $L_1 > 0$ such that
\begin{equation}
\|f_n(t, x) - f_n(t, y)\| \leq L_1 \|x - y\| \text{ for all } (t, x), (t, y) \in R^\kappa; \tag{3.7.9}
\end{equation}

(b) the initial approximation, $\Phi_0(t) = (\phi_0(t), \phi_0^\Delta(t), \cdots, \phi_0^{\Delta^{n-1}}(t))$, where $\phi_0^{\Delta^k}(t)$ are the initial approximations to $\phi_1, \phi_2, \cdots, \phi_n$ for $k = 0, 1, \cdots, n-1$, is continuous for all $t \in [t_0, t_0 + a]_T$ such that
\begin{equation}
\|\Phi_0(t) - A\| \leq b, \quad \text{for all } t \in [t_0, t_0 + a]_T, \tag{3.7.10}
\end{equation}

then the sequence \{$\Phi_k(t)$\} generated by the Picard iterative scheme (3.2.3) converges on the compact interval
\[ [t_0, t_0 + \alpha]_T = \left[t_0, t_0 + \min \left\{ a, \frac{b}{M} \right\} \right]_T \]
to the unique solution $\Phi(t)$ of $n$–th order IVP (3.7.6), (3.7.7) for all $t \in [t_0, t_0 + \alpha]_T$.

The error estimate
\begin{equation}
\|\Phi_k(t) - \Phi(t)\| \leq N e^{L_0 \alpha_k}, \quad \text{for } k = 0, 1, 2, \cdots \tag{3.7.11}
\end{equation}
also holds for all $t \in [t_0, t_0 + \alpha]_T$, where $N = \max_{t \in [t_0, t_0 + \alpha]_T} \|\Phi_1(t) - \Phi_0(t)\|$. 
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Proof: We show that \( f \) satisfies the conditions of Theorem 3.3.3.

(i) \( f \) is bounded on \( \mathbb{R}^n \):

Since \( f \) is right–Hilger–continuous on \( \mathbb{R}^n \), there exists \( K > 0 \) such that

\[
\| f_n(t, p) \| \leq K, \quad \text{for all } (t, p) \in \mathbb{R}^n. \tag{3.7.12}
\]

Using the above inequality along with (3.7.2) for all \((t, p) \in \mathbb{R}^n\), we obtain for all \( t \in [t_0, t_0 + \alpha]_\mathbb{T} \),

\[
\| f(t, p) \| = \| f(t, p, p^\Delta, \ldots, p^{\Delta^{n-1}}) \|
= \| p^\Delta \|
= (|p_1^\Delta|^2 + |p_2^\Delta|^2 + \cdots + |p_n^\Delta|^2)^{1/2}
\leq (|p_1|^2 + |p_2|^2 + \cdots + |p_n|^2 + \| f_n(t, p) \|^2)^{1/2}
\leq \| p \| + \| f_n(t, p) \|
\leq \| A \| + b + K,
\]

where we used (3.7.3) in the last step. Thus, for \( M := \| A \| + b + K \), we have \( \| f(t, \mathbf{x}) \| \leq M \) for all \( t \in [t_0, t_0 + \alpha] \) such that the point \((t, \mathbf{x}) \in \mathbb{R}^n\). Thus, our \( f \) is bounded on \( \mathbb{R}^n \).

(ii) \( f \) is Lipschitz continuous on \( \mathbb{R}^n \):

We note from (3.7.4), (3.7.5) that for all \((t, p), (t, q) \in \mathbb{R}^n\)

\[
\| f(t, p) - f(t, q) \|
= \| (p^\Delta - q^\Delta) \|
= \| (p_1^\Delta, p_2^\Delta, \ldots, p_n^\Delta) - (q_1^\Delta, q_2^\Delta, \ldots, q_n^\Delta) \|
= \| (p_2, p_3, \ldots, f_n(t, p)) - (q_2, q_3, \ldots, f_n(t, q)) \|
\leq [(p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (f_n(t, p) - f_n(t, q))^2]^{1/2}
\leq [(p_1 - q_1)^2 + (p_2 - q_2)^2 + (p_3 - q_3)^2 + \cdots + (f_n(t, p) - f_n(t, q))^2]^{1/2}
\leq [(p_1 - q_1)^2 + (p_2 - q_2)^2 + (p_3 - q_3)^2 + \cdots + L[(p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2]]^{1/2}
= [(1 + L_1)(p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2)]^{1/2}
= [1 + L_1]^{1/2} \| \mathbf{p} - \mathbf{q} \|.
\]
Hence $f$ satisfies the Lipschitz condition (3.3.2), with Lipschitz constant $L := [1 + L_1]^{1/2}$.

\[ \square \]

**Corollary 3.7.2** Theorem 3.7.1 also holds if $f$ has continuous partial derivatives with respect to the second argument on $\mathbb{R}^n$ and there exists $K > 0$ such that $\left\| \frac{\partial f}{\partial p} \right\| \leq K$. In that case, by Theorem 2.2.2, $f$ satisfies (4.4.1) for $L := K$.

\[ \square \]

The proofs for the continuity and convergence of $\Phi_k$, for $k = 1, \cdots, n$ follow from the continuity and convergence of $\phi_1, \phi_2, \cdots, \phi_n$ on $[t_0, t_0 + \alpha]$. The uniqueness of the solution $\Phi$ defined in (3.7.8) follows from the uniqueness of its components. Hence $f$ satisfies all conditions of Theorem 3.3.3, and the dynamic IVP (3.7.6), (3.7.7) has a unique solution $\Phi(t)$ such that the point $(t, \Phi(t)) \in \mathbb{R}$ for all $t \in [t_0, t_0 + \alpha]$.

In this chapter, we presented results regarding existence of solutions to the systems (2.1.5), (2.1.6) and the scalar IVP (2.1.9), (2.1.10) as the unique limit of successive approximations to the above IVPs. In the next chapter, we use analytical approach to extend our results in this chapter to the entire space $\mathbb{R}^n$ using Banach’s fixed point theory.
Chapter 4

Existence results using Banach’s fixed point theory

4.1 Introduction

This chapter comprises more results on the existence and uniqueness properties of solutions to first order non–linear dynamic initial value problems. The results in this chapter are obtained with a more modern approach in contrast to the classical methods used in Chapter 4. Instead, we use analytical methods and construct a weighted Banach space in the time scale setting using the exponential function and establish existence and uniqueness results using Banach’s fixed point theorem. Furthermore, we establish Lipschitz continuity of solutions with respect to the initial state. We also establish local version of Banach’s principle in the time scale setting. Finally, we extend our results to a generalised Banach space as well as to dynamic equations of higher order. Major results in this chapter have been published in [?].

The Banach fixed point theorem (also known as the contraction mapping theorem) has been widely used as an important tool to determine the existence and uniqueness of solutions of initial value problems defined on complete metric spaces. It uses the property that contractive maps in metric spaces have fixed points and guarantees the uniqueness of those fixed points. Moreover, it provides an iterative technique to accurately obtain those fixed points of contractive maps [?, p.9].

We construct certain metrics and norms that are suitable to the time scale setting
and establish a Banach space with respect to these metrics and norms. Using these metrics and norms we define contractive maps on our Banach space that yield fixed points as solutions to our IVPs. The next section classifies the concerned IVPs and their domains that will be later used to construct the required Banach space.

4.1.1 The main objective

Consider the time scale interval \([t_0, t_0 + a]_T\), where \(t_0 \in T\) and \(a > 0\). Consider a right–Hilger–continuous function \(f : [t_0, t_0 + a]_T^\kappa \times \mathbb{R}^n \rightarrow \mathbb{R}^n\). Let \(x_0 \in \mathbb{R}^n\).

Our results in this chapter concern the IVPs

\[
\begin{align*}
    x^\Delta &= f(t, x), & \text{for all } t \in [t_0, t_0 + a]_T^\kappa; \\
    x(t_0) &= x_0;
\end{align*}
\]

and

\[
\begin{align*}
    x^\Delta &= f(t, x^\sigma), & \text{for all } t \in [t_0, t_0 + a]_T^\kappa; \\
    x(t_0) &= x_0.
\end{align*}
\]

The main aim of this chapter is to answer the questions:

1. Under what conditions do the dynamic IVPs (4.1.1), (4.1.2) and (4.1.3), (4.1.4) have a unique solution by applying Banach’s fixed–point theory?

2. Can we extend the above results to a generalised Banach space?

3. What is the behaviour of solutions to the above IVPs with respect to their initial state?

Consider the space \(C([t_0, t_0 + a]_T; \mathbb{R}^n)\) of all continuous functions on \([t_0, t_0 + a]_T\). Our results show that the IVPs (4.1.1), (4.1.2) and (4.1.3), (4.1.4) have unique solutions in \(C([t_0, t_0 + a]_T; \mathbb{R}^n)\) and also within certain balls of \(C([t_0, t_0 + a]_T; \mathbb{R}^n)\).

We further prove that these solutions are smooth with respect to their initial state. We apply our ideas to a generalised Banach space and to systems of higher order.

4.1.2 Methodology and organisation

Through the application of a novel definition of measuring distance in normed and metric spaces on the time scale platform, we obtain a significant range of qualitative
information about the solutions to (4.1.1), (4.1.2) and (4.1.3), (4.1.4). We apply Banach’s principle to prove the existence and uniqueness of solutions of the above vector dynamic IVPs. The analysis takes place in the setting of a complete metric space. These new results significantly improve those of Hilger [?, Theorem 5.5] and also provide nice estimates on the rate of convergence of “approximating iterations” to the solution of the above IVPs using Banach’s Theorem.

Our work in this chapter is organised as follows. In the next section, we review the definition of a contractive map and Banach’s fixed–point theorem.

In Section 4.3, we introduce a novel “weighted” metric and “weighted” norm derived from the usual sup–metric and sup–norm. This new metric has been constructed in the time scale setting using the exponential function \( e_p(t, t_0) \), where \( p \) is a regressive function and \( t \in [t_0, t_0 + a]_T \). This establishes a sufficient background to construct a new Banach space to apply Banach’s Theorem for the existence and uniqueness of solutions to the dynamic IVPs (4.1.1), (4.1.2) and (4.1.3), (4.1.4). The construction of a new metric and norm has enabled us to use the Lipschitz condition without any other conditions imposed on the Lipschitz constant [?, Theorem 5.5].

In Section 4.4, we establish existence and uniqueness results for the above IVPs and illustrate the results with examples.

In Section 4.5, we extend our results to a generalised Banach space.

In Section 4.6, we present results about local existence of unique solutions for the above IVPs.

In Section 4.7, we establish Lipschitz continuity of solutions to the IVPs (4.1.1), (4.1.2) and (4.1.3), (4.1.4) within certain balls.

Finally, in Section 4.8, we extend our results to higher order dynamic equations on time scales.

4.2 The Banach fixed point theorem

We begin with the definition of a contractive map in a metric space [?, p.9].

**Definition 4.2.1 Contractive map**

*Let \((X, d)\) be a complete metric space. A map \( F : X \to X \) is called contractive if*
there exists a constant $0 < \alpha < 1$ such that

$$d(F(x), F(y)) \leq \alpha \, d(x, y), \quad \text{for all } x, y \in X. \quad (4.2.1)$$

The number $\alpha$ is called the contraction constant for $F$ in $(X, d)$.

For any given $x \in X$, we define the iterated function sequence $\{F^i(x)\}$ recursively by:

\begin{align*}
F^0(x) &:= x; \quad (4.2.2) \\
\text{and} \quad F^{i+1}(x) &:= F[F^i(x)]. \quad (4.2.3)
\end{align*}

We now present Banach’s fixed–point theorem (without proof, see [?, Theorem 1.1], [?, Theorem 2.1], [?, Theorem 7.5]) which ensures the existence of a fixed point of $F$ and the convergence of the sequence $\{F^i\}$ in $(X, d)$ to that fixed point.

**Theorem 4.2.2 Banach’s fixed point theorem**

Let $(X, d)$ be a complete metric space and $F : X \to X$ be a contractive map. Then there exists a unique fixed point $u$ of $F$ in $X$. Moreover, for any $x \in X$ the iterated sequence $\{F^i(x)\}$ converges to the fixed point $u$, that is,

$$F^i(x) \to u, \quad \text{for all } x \in X.$$

Our focus is on the contraction condition (4.2.1) on $F$ in Banach’s fixed–point theorem. We begin with an arbitrary $x \in X$ and using Banach’s Theorem, establish an ‘error’ estimate between the $i$th iteration $F^i$ and the fixed point $u$, for all $i \geq 1$, as

$$d(F^i x, u) \leq \frac{\alpha^i}{1 - \alpha} \, d(x, Fx), \quad \text{for all } x \in X, \quad (4.2.4)$$

which depends on the contraction constant $\alpha$ and the initial displacement $d(x, Fx)$.

We further note that a map may be contractive under one particular definition of metric and not with respect to a different metric. Consider the following example.
Example 4.2.3 Let \((M,d)\) be the metric space with the usual Euclidean metric 

\[ d(x,y) := |x - y|, \quad \text{for all } x, y \in M \subset \mathbb{R} \]

and \((N,d^*)\) be another metric space with metric 

\[ d^*(u,v) := \frac{|u - v|}{|u + v|}, \quad \text{for all } u, v \in N \subset \mathbb{R}, \]

where \(|u + v| \neq 0\). Let \(T\) be a map defined on both \((M,d)\) and \((N,d^*)\) by \(T(p) := p^2\). We note that if \(0 < |x + y| < 1\) then for all \(x, y \in M\), we have 

\[ d(Tx,Ty) = |Tx - Ty| = |x^2 - y^2| < |x - y| = d(x,y). \]

Thus \(T\) is a contractive map in \(M\) for all \(x, y\) such that \(0 < |x + y| < 1\). On the other hand, for all \(u, v \in N\) such that \(|u + v| > 0\), we have 

\[ d^*(Tu,Tv) = \frac{|Tu - Tv|}{|Tu + Tv|} = \frac{|u^2 - v^2|}{u^2 + v^2} > \frac{|u^2 - v^2|}{(u + v)^2} = \frac{|u - v|}{u + v} = d^*(u,v). \]

Hence \(T\) is not a contractive map in \(N\).

The above example suggests that if we construct a suitable metric defined on \(X\) then the contraction condition may exist even for maximal class of \(F\) on \(X\) with minimum conditions imposed. Therefore, we establish our results in this chapter on the basis of a suitably defined metric and a norm to construct a Banach space in the time scale setting that offers a suitable platform for the existence of solutions to the dynamic IVPs (4.1.1), (4.1.2) and (4.1.3), (4.1.4).

4.3 Construction of a Banach space in \(T\)

In this section, we first introduce a novel metric (and norm) in the time scale setting using a positive and bounded exponential function (see Definition A.6.3) \(e_\beta(t,t_0)\), where \(\beta > 0\) is a constant. This metric and norm are named as the ‘\(\beta\)-metric’ and the ‘\(\beta\)-norm’ respectively. These are defined below along with the well-known sup–metric and sup–norm. This is followed by construction of a Banach space using the so called \(\beta\)-metric and \(\beta\)-norm.
Definition 4.3.1 Let $\| \cdot \|$ denote the Euclidean norm on $\mathbb{R}^n$. Let $\beta > 0$ be a constant. We couple the space of all continuous functions $C([t_0, t_0 + a]_T; \mathbb{R}^n)$ with the $\beta$–metric, $d_\beta(x, y)$, defined as

$$d_\beta(x, y) := \sup_{t \in [t_0, t_0 + a]_T} \frac{\|x(t) - y(t)\|}{e_\beta(t, t_0)}$$ (4.3.1)

for all $t \in [t_0, t_0 + a]_T$ and $x, y \in C([t_0, t_0 + a]_T; \mathbb{R}^n)$;

or the sup–metric, $d_0(x, y)$ defined as

$$d_0(x, y) := \sup_{t \in [t_0, t_0 + a]_T} \|x(t) - y(t)\|,$$ (4.3.2)

for all $t \in [t_0, t_0 + a]_T$ and $x, y \in C([t_0, t_0 + a]_T; \mathbb{R}^n)$.

We will also consider $C([t_0, t_0 + a]_T; \mathbb{R}^n)$ coupled with the $\beta$–norm, $\| \cdot \|_\beta$, defined as

$$\|x\|_\beta := \sup_{t \in [t_0, t_0 + a]_T} \frac{\|x(t)\|}{e_\beta(t, t_0)}$$ (4.3.3)

for all $t \in [t_0, t_0 + a]_T$ and $x \in C([t_0, t_0 + a]_T; \mathbb{R}^n)$;

or the sup–norm, $\|x\|_0$, defined as

$$\|x\|_0 := \sup_{t \in [t_0, t_0 + a]_T} \|x(t)\|,$$ (4.3.4)

for all $t \in [t_0, t_0 + a]_T$ and $x \in C([t_0, t_0 + a]_T; \mathbb{R}^n)$.

□

The above definitions of $d_\beta$ and $\| \cdot \|_\beta$ are new generalisations of Bielecki’s metric and norm [?, pp. 25-26], [?, pp. 153-155] in the time–scale environment. The following Lemma describes some important properties of $d_\beta$ and $\| \cdot \|_\beta$.

Lemma 4.3.2 If $\beta > 0$ is a constant then:

1. $C([t_0, t_0 + a]_T; \mathbb{R}^n)$ is a vector (linear) space over $\mathbb{R}$;
2. $\| \cdot \|_\beta$ is a norm and is equivalent to the sup-norm $\| \cdot \|_0$;
3. $(C([t_0, t_0 + a]_T; \mathbb{R}^n), \| \cdot \|_\beta)$ is a Banach space;
4. $(C([t_0, t_0 + a]_T; \mathbb{R}^n), d_\beta)$ is a metric space.
Proof: (1) We show that \( C([t_0, t_0 + a]; \mathbb{R}^n) \) is a vector space over \( \mathbb{R} \). Note that elements of \( C([t_0, t_0 + a]; \mathbb{R}^n) \) are continuous functions. Hence \( C([t_0, t_0 + a]; \mathbb{R}^n) \) is closed under addition and scalar multiplication. Therefore, \( 1x = x \) for all \( x \in C([t_0, t_0 + a]; \mathbb{R}^n) \). The commutative and associative laws also hold with respect to addition for continuous functions. The zero vector, \( 0 \), exists as the additive identity and for all \( x \in C([t_0, t_0 + a]; \mathbb{R}^n) \), \( -x \) will be the additive inverse. Furthermore, distributive laws hold for scalar multiplication over vector addition, and for vector multiplication over scalar addition for continuous functions for the scalar field \( \mathbb{R} \). That is, for all \( u, v \in C([t_0, t_0 + a]; \mathbb{R}^n) \) and \( \lambda, \nu \in \mathbb{R} \), we have
\[
\lambda(u + v) = \lambda u + \lambda v \\
(\lambda + \nu)u = \lambda u + \nu u \\
\lambda(\nu u) = (\lambda \nu)u.
\]
Hence, \( C([t_0, t_0 + a]; \mathbb{R}^n) \) is a vector space over \( \mathbb{R} \).

(2) We show that \( \| \cdot \|_\beta \) is a norm and is equivalent to the sup–norm \( \| \cdot \|_0 \). We note that \( \beta \in C_{rd}([t_0, t_0 + a]; \mathbb{R}^n) \) as any constant function is always rd–continuous. Since \( \mu > 0 \), we have \( 1 + \mu(t)\beta > 0 \) for all \( t \in [t_0, t_0 + a] \). Therefore, \( \beta \in \mathbb{R}^+ \) (see Definition A.6.1). Thus, \( \epsilon_\beta(t_0) > 0 \) for all \( t \in [t_0, t_0 + a] \) (see Theorem A.6.4(9)). It follows that for each \( x, y \in C([t_0, t_0 + a]; \mathbb{R}^n) \) we have
\[
(a) \|x\|_\beta \geq 0 \text{ and } \|x\|_\beta = 0 \text{ if and only if } x = 0.
\]
\[
(b) \text{ for } \lambda \in \mathbb{R} \text{ and } x \in C([t_0, t_0 + a]; \mathbb{R}^n),
\]
\[
\|\lambda x\|_\beta = \sup_{t \in [t_0, t_0 + a]} \frac{\|\lambda x\|}{\epsilon_\beta(t, t_0)}
= |\lambda| \sup_{t \in [t_0, t_0 + a]} \frac{\|x\|}{\epsilon_\beta(t, t_0)}
= |\lambda|\|x\|_\beta,
\]
and for all \( x, y \in C([t_0, t_0 + a]; \mathbb{R}^n) \),
\[
\|x + y\|_\beta = \sup_{t \in [t_0, t_0 + a]} \frac{\|x + y\|}{\epsilon_\beta(t, t_0)}
\leq \sup_{t \in [t_0, t_0 + a]} \frac{\|x\|}{\epsilon_\beta(t, t_0)} + \sup_{t \in [t_0, t_0 + a]} \frac{\|y\|}{\epsilon_\beta(t, t_0)}
= \|x\|_\beta + \|y\|_\beta.
\]
Thus $\| \cdot \|_\beta$ is a norm and $(C([t_0, t_0 + a]_T; \mathbb{R}^n), \| \cdot \|_\beta)$ is a normed space.

Next we show that the $\beta$–norm, $\| \cdot \|_\beta$, is equivalent to the sup–norm, $\| \cdot \|_0$. For this, we show that there exist positive constants $k$ and $K$ such that

$$k\|x\|_0 \leq \|x\|_\beta \leq K\|x\|_0. \quad (4.3.5)$$

Since $\beta > 0$ we have $e^\beta(t_0 + a, t_0) > 1$. Hence, choosing $k = 1/e^\beta(t_0 + a, t_0)$ and $K = 1$, we obtain

$$\frac{\|x\|_0}{e^\beta(t_0 + a, t_0)} \leq \|x\|_\beta \leq \|x\|_0.$$ 

Hence the $\beta$–norm and the sup–norm are equivalent.

(3) We show that $(C([t_0, t_0 + a]_T; \mathbb{R}^n), \| \cdot \|_\beta)$ is a Banach space. For this, we show that $(C([t_0, t_0 + a]_T; \mathbb{R}^n), \| \cdot \|_\beta)$ is complete by showing that every Cauchy sequence in $(C([t_0, t_0 + a]_T; \mathbb{R}^n), \| \cdot \|_\beta)$ converges to a function in $C([t_0, t_0 + a]_T; \mathbb{R}^n)$. Let $x_i(t)$ be a Cauchy sequence in $C([t_0, t_0 + a]_T; \mathbb{R}^n)$. This means that for every $\epsilon > 0$ there is a positive integer $N_\epsilon$ such that

$$\frac{\|x_i(t) - x_j(t)\|}{e^\beta(t, t_0)} < \epsilon, \quad \text{for all } i, j > N_\epsilon, \quad \text{for all } t \in [t_0, t_0 + a]_T.$$

It follows that the sequence $x_i(t)$ is uniformly convergent for all $t \in [t_0, t_0 + a]_T$. Since $x_i$ is continuous for all $i$, it converges to a continuous function in $C([t_0, t_0 + a]_T; \mathbb{R}^n)$. Hence taking $x_j \to x$ as $j \to \infty$, we obtain

$$\lim_{j \to \infty} \frac{\|x_i(t) - x_j(t)\|}{e^\beta(t, t_0)} = \frac{\|x_i(t) - x(t)\|}{e^\beta(t, t_0)} < \epsilon, \quad \text{for all } i > N_\epsilon, \quad \text{for } t \in [t_0, t_0 + a]_T.$$

Therefore, $x_i$ converges to a point in $C([t_0, t_0 + a]_T; \mathbb{R}^n)$. Since $x_i$ is a Cauchy sequence, $(C([t_0, t_0 + a]_T; \mathbb{R}^n), \| \cdot \|_\beta)$ is a complete normed vector space and, hence, a Banach space by [?, Theorem 7.4].

(4) Finally, we show that $(C([t_0, t_0 + a]_T; \mathbb{R}^n), d_\beta)$ is a metric space. This is trivial, as by (4.3.1) and (4.3.3), $d_\beta$ is the metric induced by $\| \cdot \|_\beta$. Hence $(C([t_0, t_0 + a]_T; \mathbb{R}^n), d_\beta)$ is a complete metric space. 

\[\square\]
4.4 Existence and uniqueness of solutions

This section consists of results about the existence of unique solutions to the dynamic IVPs of the type (4.1.1), (4.1.2) and (4.1.3), (4.1.4) using ideas from Section 4.2. We note that a right–Hilger–continuous function \( f \) is always delta integrable (see Theorem A.5.2) and so, from Lemma 2.1.3, a solution of the form (2.1.11) is well–defined for the IVP (4.1.1), (4.1.2). In fact, we will prove that given a Lipschitz condition on \( f \), such a solution always exists and is unique.

Let \( C_{rd}([t_0, t_0+a]_T; \mathbb{R}^n) \) be the space of all rd–continuous functions on \([t_0, t_0+a]_T\).

The following result concerns the dynamic IVP (4.1.1), (4.1.2).

**Theorem 4.4.1** Let \( f: [t_0, t_0 + a]_T \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) be right–Hilger–continuous. If there exists a positive constant \( L \) such that

\[
\|f(t, p) - f(t, q)\| \leq L \|p - q\|,
\]

(4.4.1)

then the dynamic IVP (4.1.1), (4.1.2) has a unique solution \( x \in C([t_0, t_0+a]_T; \mathbb{R}^n) \).

In addition, if a sequence of functions \( y_i \) is defined inductively by choosing any \( y_0 \in C([t_0, t_0+a]_T; \mathbb{R}^n) \) and setting

\[
y_{i+1}(t) := x_0 + \int_{t_0}^{t} f(s, y_i(s)) \Delta s, \quad \text{for all } t \in [t_0, t_0+a]_T,
\]

(4.4.2)

then the sequence \( y_i \) converges uniformly on \([t_0, t_0+a]_T\) to the unique solution \( x \) of (4.1.1), (4.1.2). Furthermore, \( x^\Delta \in C_{rd}([t_0, t_0+a]_T; \mathbb{R}^n) \).

**Proof:** We note that (4.4.2) is well defined as \( f \) is right–Hilger–continuous. Let \( L > 0 \) be the constant defined in (4.4.1). Define \( \beta := L\gamma \) where \( \gamma > 1 \) is an arbitrary constant. Consider the complete metric space \((C([t_0, t_0+a]_T; \mathbb{R}^n), d)\). Let

\[
[Fy](t) := x_0 + \int_{t_0}^{t} f(s, y(s)) \Delta s, \quad \text{for all } t \in [t_0, t_0+a]_T.
\]

(4.4.3)

Since \( f \) is right–Hilger–continuous on \([t_0, t_0+a]_T \times \mathbb{R}^n \), we have \( [Fy] \in C([t_0, t_0+a]_T; \mathbb{R}^n) \) for every \( y \in C([t_0, t_0+a]_T; \mathbb{R}^n) \). Further, \( [Fy](t_0) = x_0 \in \mathbb{R}^n \). Hence,

\[
F : C([t_0, t_0+a]_T; \mathbb{R}^n) \rightarrow C([t_0, t_0+a]_T; \mathbb{R}^n).
\]

According to Lemma 2.1.3, fixed points of \( F \) will be solutions to the dynamic IVP (4.1.1), (4.1.2). We prove that there exists a unique, continuous function \( x \) such that
Theorem 4.4.1 also holds if \( \mathbf{F} \) is a contractive map with contraction constant \( \alpha = 1/\gamma < 1 \) so that Banach’s Theorem applies.

Let \( p, q \in C([t_0, t_0 + a]_T; \mathbb{R}^n) \). Using (4.3.1), we note that

\[
\begin{align*}
\| \mathbf{F} p(t) - \mathbf{F} q(t) \| &= \sup_{t \in [t_0, t_0 + a]_T} \frac{1}{e_\beta(t, t_0)} \int_{t_0}^{t} \| f(s, p(s)) - f(s, q(s)) \| \Delta s \\
&\leq \sup_{t \in [t_0, t_0 + a]_T} \left[ \frac{1}{e_\beta(t, t_0)} \int_{t_0}^{t} L \| p(s) - q(s) \| \Delta s \right],
\end{align*}
\]

where we used (4.4.1) in the last step. We can rewrite the above inequality as

\[
\begin{align*}
\| \mathbf{F} p(t) - \mathbf{F} q(t) \| &\leq \sup_{t \in [t_0, t_0 + a]_T} \left[ \frac{1}{e_\beta(t, t_0)} \int_{t_0}^{t} L e_\beta(s, t_0) \sup_{s \in [t_0, t_0 + a]_T} \| p(s) - q(s) \| \Delta s \right].
\end{align*}
\]

Again using (4.3.1) and employing Theorem A.6.4(7) with \( L/\beta = 1/\gamma = \alpha < 1 \), we obtain

\[
\begin{align*}
\| \mathbf{F} p(t) - \mathbf{F} q(t) \| &\leq \frac{d_\beta(p, q)}{\gamma} \sup_{t \in [t_0, t_0 + a]_T} \left[ \frac{1}{e_\beta(t, t_0)} \int_{t_0}^{t} e_\beta(s, t_0) \Delta s \right] \\
&= \frac{d_\beta(p, q)}{\gamma} \sup_{t \in [t_0, t_0 + a]_T} \left[ \frac{1}{e_\beta(t, t_0)} \left( e_\beta(t, t_0) - 1 \right) \right] \\
&= \frac{d_\beta(p, q)}{\gamma} \sup_{t \in [t_0, t_0 + a]_T} \left[ 1 - \frac{1}{e_\beta(t_0 + a, t_0)} \right] \\
&= \frac{d_\beta(p, q)}{\gamma} \left[ 1 - \frac{1}{e_\beta(t_0 + a, t_0)} \right] \\
&< \alpha \frac{d_\beta(p, q)}{\gamma},
\end{align*}
\]

where \( 0 < \alpha < 1 \). Thus, \( \mathbf{F} \) satisfies (4.2.1) and is a contractive map and so, Banach’s fixed–point theorem applies. Therefore, there exists a unique fixed point \( \mathbf{x} \) of \( \mathbf{F} \) in \( C([t_0, t_0 + a]_T; \mathbb{R}^n) \). Banach’s Theorem also yields that the sequence \( y_i \) defined in (4.4.2) converges uniformly in the \( \beta \)-norm, \( \| \cdot \|_\beta \), and so, also in the sup–norm, \( \| \cdot \|_0 \), to that fixed point \( \mathbf{x} \) in \( C([t_0, t_0 + a]_T; \mathbb{R}^n) \). This completes the proof.

\[ \square \]

**Corollary 4.4.2** Theorem 4.4.1 also holds if \( \mathbf{f} \) has continuous partial derivatives with respect to the second argument on \([t_0, t_0 + a]_T \times \mathbb{R}^n \) and there exists \( K > 0 \) such that \( \| \frac{\partial \mathbf{f}}{\partial p} \| \leq K \). In that case, \( \mathbf{f} \) satisfies (4.4.1) for \( L := K \).  
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Proof: The proof is the same as for Theorem 2.2.2 and is omitted.

\[ \square \]

Remark 4.4.3 Theorem 4.4.1 has two important outcomes:

1. it eliminates the condition 
   \[ La < 1 \]

   imposed in \[ ? \], Theorem 5.5] for the existence of a unique solution of dynamic IVP of the type (4.1.1), (4.1.2). The use of \( \beta \)-metric, \( d_\beta \), in the proof of Theorem 4.4.1 demonstrates that this condition is not needed;

2. it gives a nice estimate on the rate of convergence of iterates (4.4.2) using (4.2.4). This means that if \( x, y_0 \in C([t_0, t_0 + a]_\mathbb{T}; \mathbb{R}^n) \), then, for \( \beta := \gamma L \) with \( \gamma > 1 \), we have, from (4.2.4)

   \[ d_\beta(F^i y_0, x) \leq \frac{\gamma^{-i}}{1 - \gamma^{-1}} d_\beta(y_0, Fy_0). \]

   Using the definition of \( d_\beta \) in (4.3.1) with the fact that \( e_\beta(t, t_0) > 0 \) for all \( t \), we note that

   \[ \frac{1}{e_\beta(t_0 + a, t_0)} \sup_{t \in [t_0, t_0 + a]_\mathbb{T}} \|F^i y_0 - x\| \leq \sup_{t \in [t_0, t_0 + a]_\mathbb{T}} \frac{\|F^i y_0 - x\|}{e_\beta(t, t_0)} \leq \frac{\gamma^{-i}}{1 - \gamma^{-1}} \sup_{t \in [t_0, t_0 + a]_\mathbb{T}} \|y_0 - Fy_0\|. \]

   Using (4.3.4), we obtain

   \[ \|F^i y_0 - x\| \leq e_\beta(t_0 + a, t_0) \frac{\gamma^{-i}}{1 - \gamma^{-1}} \|y_0 - Fy_0\|. \]

   If we choose \( \gamma := \frac{i}{La} \), then the rate of convergence may be given by

   \[ \|F^i y_0 - x\| \leq e_\beta(t_0 + a, t_0) \left( \frac{La}{i} \right)^i \frac{i}{i - La} \|y_0 - Fy_0\|. \]

3. there is no need for “extension” of a solution, as the result guarantees existence over the entire interval \( [t_0, t_0 + a]_\mathbb{T} \).

\[ \square \]

The following example demonstrates Theorem 4.4.1 with the help of a scalar dynamic IVP.
Example 4.4.4 Consider the scalar dynamic IVP
\[
x^\Delta = 2[x^2 + 5]^{1/2} + t, \quad \text{for all } t \in [t_0, t_0 + a]_T^\infty; \quad (4.4.4)
\]
\[
x(t_0) = x_0. \quad (4.4.5)
\]
We claim that this dynamic IVP has a unique solution, \(x\), such that \(x \in C([t_0, t_0 + a]_T^\infty; \mathbb{R})\).

Proof: We prove that the given IVP satisfies the conditions of Theorem 4.4.1. Note that
\[
f(t, p) = 2[p^2 + 5]^{1/2} + t, \quad \text{for all } (t, p) \in [t_0, t_0 + a]_T^\infty \times \mathbb{R}.
\]
We observe that
(i) The function \(f\) is right–Hilger–continuous on \([t_0, t_0 + a]_T^\infty \times \mathbb{R}\): We note that the composition function \(g(t) := 2[(x(t))^2 + 5]^{1/2} + t\) will be rd–continuous for all \(t \in [t_0, t_0 + a]_T^\infty\). Hence, \(f\) is right–Hilger–continuous on \([t_0, t_0 + a]_T^\infty \times \mathbb{R}\).

(ii) \(f\) is Lipschitz continuous on \([t_0, t_0 + a]_T^\infty \times \mathbb{R}\): We note that for all \(t \in [t_0, t_0 + a]_T^\infty\), we have
\[
\left| \frac{\partial f(t, p)}{\partial p} \right| = \left| \frac{2p}{[p^2 + 5]^{1/2}} \right| \leq 2,
\]
where we used \(\left| \frac{p}{[p^2 + 5]^{1/2}} \right| \leq 1\) above. Hence, applying Corollary 4.4.2, we note that \(f\) is Lipschitz continuous in the second argument on \([t_0, t_0 + a]_T^\infty \times \mathbb{R}\) with Lipschitz constant \(L = 2\).

From (i) and (ii) above, we note that all conditions of Theorem 4.4.1 are satisfied. Thus, the dynamic IVP (4.4.4), (4.4.5) has a unique solution, \(x\), such that \(x \in C([t_0, t_0 + a]_T^\infty; \mathbb{R})\).

\[\square\]

Example 4.4.5 Consider the strip
\[
S_\kappa := \{(t, p) : t \in [-1, 1]_T^\infty, \ |p| < \infty\}
\]
and the scalar dynamic IVP
\[
x^\Delta = t + 2 \cos x, \quad \text{for all } t \in [-1, 1]_T^\infty; \quad (4.4.6)
\]
\[
x(-1) = \frac{\pi}{2}. \quad (4.4.7)
\]
We claim that this dynamic IVP has a unique solution, \( x \), with domain \([-1, 1]_T \).

**Proof:** We show that the given IVP satisfies the conditions of Theorem 4.4.1. Note that \( f(t, p) = t + 2 \cos p \) for all \((t, p) \in S^c\).

(i) *The function \( f \) is right–Hilger–continuous on \( S^c \):* Note that the composition function \( k(t) := t + 2 \cos x(t) \) will be rd–continuous for all \( t \in [-1, 1]_T \). Hence, our \( f \) will be right–Hilger–continuous on \( S^c \).

(ii) *\( f \) is Lipschitz continuous on \( S^c \):* We also note that for all \((t, p) \in S^c\), we have

\[
\left| \frac{\partial f(t, p)}{\partial p} \right| = |-2 \sin p| \leq 2.
\]

Hence, by Theorem 2.2.2, \( f \) is Lipschitz continuous in the second argument on \( S^c \) with Lipschitz constant \( L = 2 \).

Thus, all conditions of Theorem 4.4.1 are satisfied and the dynamic IVP (4.4.6), (4.4.7) has a unique solution, \( x \), such that \( \text{dom } x = [-1, 1]_T \)

\(\square\)

**Example 4.4.6** Let \( x = (x_1, x_2) \) and \( a > 0 \). Let \( f : [0, a]^c_T \times \mathbb{R}^2 \to \mathbb{R}^2 \). Consider the dynamic IVP

\[
\begin{align*}
\dot{x} &= (t + 2x_1, t - x_2), \quad \text{for all } t \in [0, a]^c_T; \\
\quad x(0) &= 0 = (0, 0).
\end{align*}
\]  

(4.4.8) (4.4.9)

We claim that the above dynamic IVP has a unique solution, \( x \), such that \( x \in C([0, 1]_T; \mathbb{R}^2) \).

**Proof:** We show that the IVP (4.4.8), (4.4.9) satisfies the conditions of Theorem 4.4.1. Note that

\[
f(t, p) = (t + 2p_1, t - p_2), \quad \text{for all } (t, p_1), (t, p_2) \in [0, a]^c_T \times \mathbb{R}.
\]

(i) *The function \( f \) is right–Hilger–continuous on \([0, 1]^c_T \times \mathbb{R}^2 \):* Note that the composition functions \( g(t) := t + 2x_1(t) \) and \( k(t) := t - x_2(t) \) will be rd–continuous for all \( t \in [0, 1]_T \). Therefore, our \( f \) is right–Hilger–continuous on \([0, a]^c_T \times \mathbb{R}^2 \).
(ii) \( f \) is Lipschitz continuous on \([0, a] \times \mathbb{R}^2\). We also note that for \( p = (p_1, p_2) \),
we have, for all \( t \in [0, a] \times \mathbb{R}^2 \),
\[
\left\| \frac{\partial f(t, p)}{\partial p_1} \right\| = \| (2, 0) \| = 2,
\]
and
\[
\left\| \frac{\partial f(t, p)}{\partial p_2} \right\| = \| (0, -1) \| = 1.
\]
Hence, by Corollary 4.4.2, \( f \) satisfies a uniform Lipschitz condition on \([0, a] \times \mathbb{R}^2\), with Lipschitz constant \( L = 2 \).

Thus all conditions of Theorem 4.4.1 are satisfied and the dynamic IVP (4.4.8), (4.4.9) has a unique solution, \( x \in C([0, a]; \mathbb{R}^2) \).

Our next theorem concerns the existence of solutions to the dynamic IVP (4.1.3), (4.1.4) using Banach’s fixed–point theorem. We note from Lemma 2.1.4 that a
solution of the form (2.1.14) is well–defined for (4.1.3), (4.1.4). We define a modified
Lipschitz condition for \( f \) that guarantees a unique solution to (4.1.3), (4.1.4) using
(2.1.14).

**Theorem 4.4.7** Let \( f : [t_0, t_0 + a] \times \mathbb{R}^n \to \mathbb{R}^n \) be a right–Hilger–continuous function. Let \( L > 0 \) be a constant. If there exists \( \gamma > 1 \) with \( \beta := L \gamma \) such that \( f \) satisfies
\[
(1 + \mu(t) \beta) \| f(t, p) - f(t, q) \| \leq L \| p - q \|,
\]
for all \((t, p, q) \in [t_0, t_0 + a] \times \mathbb{R}^n\),
then the dynamic IVP (4.1.3), (4.1.4) has a unique solution, \( x \), such that \( x \in C([t_0, t_0 + a]; \mathbb{R}^n) \). In addition, if a sequence of functions \( z_i \) is defined inductively
by choosing any \( z_0 \in C([t_0, t_0 + a]; \mathbb{R}^n) \) and setting
\[
z_{i+1}(t) := x_0 + \int_{t_0}^{t} f(s, z_i^T(s)) \Delta s, \quad \text{for all } t \in [t_0, t_0 + a],
\]
then the sequence \( z_i \) converges uniformly on \([t_0, t_0 + a] \times \mathbb{R}^2\) to the unique solution \( x \) of
(4.1.3), (4.1.4). Furthermore, \( x^\Delta \in C_{rd}([t_0, t_0 + a]; \mathbb{R}^n) \).
Proof: We note that (4.4.11) is well-defined, as \( f \) is right–Hilger–continuous. Consider the complete metric space \( (C([t_0, t_0 + a]_\mathbb{T}; \mathbb{R}^n), d_\beta) \). Let \( L > 0 \) be the constant defined in (4.4.10) such that \( \beta := L\gamma \), where \( \gamma > 1 \) is an arbitrary constant. Define, for all \( z \in C([t_0, t_0 + a]_\mathbb{T}; \mathbb{R}^n) \),

\[
[Fz](t) := x_0 + \int_{t_0}^{t} f(s, z^\sigma(s)) \Delta s, \quad \text{for all } t \in [t_0, t_0 + a]_\mathbb{T}. \tag{4.4.12}
\]

Since \( f \) is right–Hilger–continuous on \([t_0, t_0 + a]_\mathbb{T} \times \mathbb{R}^n\), we have \([Fz] \in C([t_0, t_0 + a]_\mathbb{T}; \mathbb{R}^n)\) for all \( z \in C([t_0, t_0 + a]_\mathbb{T}; \mathbb{R}^n) \). Further, \([Fz](t_0) = x_0\). Hence,

\[
F : C([t_0, t_0 + a]_\mathbb{T}; \mathbb{R}^n) \to C([t_0, t_0 + a]_\mathbb{T}; \mathbb{R}^n).
\]

Thus, according to Lemma 2.1.4, fixed points of \( F \) will be solutions to the dynamic IVP (4.1.3), (4.1.4). We prove that there exists a unique, continuous function \( x \) such that \( Fx = x \). To do this, we show that \( F \) is a contractive map with contraction constant \( \alpha = 1/\gamma < 1 \) so that Banach’s Theorem applies.

Let \( p, q \in C([t_0, t_0 + a]_\mathbb{T}; \mathbb{R}^n) \). Employing (4.3.1), we have

\[
d_\beta(Fp, Fq) := \sup_{t \in [t_0, t_0 + a]_T} \frac{\|Fp(t) - Fq(t)\|}{e_\beta(t, t_0)}
\leq \sup_{t \in [t_0, t_0 + a]_T} \left[ \frac{1}{e_\beta(t, t_0)} \int_{t_0}^{t} \|f(s, p^\sigma(s)) - f(s, q^\sigma(s))\| \Delta s \right]
\leq \sup_{t \in [t_0, t_0 + a]_T} \left[ \frac{1}{e_\beta(t, t_0)} \int_{t_0}^{t} \frac{L}{1 + \mu \beta} \|p^\sigma(s) - q^\sigma(s)\| \Delta s \right],
\]

where we used (4.4.10) in the last step. Moreover, we note from Theorem A.6.4(2) that

\[
\frac{1}{1 + \mu(t)\beta} = \frac{e_\beta(t, t_0)}{e_\beta(t, t_0)}, \quad \text{for all } t \in \mathbb{T}. \tag{4.4.13}
\]

Using this property of the exponential function, \( e_\beta(t, t_0) \) in this case, and the assumption \( \beta = \gamma L \), our further computations take the form

\[
d_\beta(Fp, Fq) \leq \sup_{t \in [t_0, t_0 + a]_T} \left[ \frac{1}{e_\beta(t, t_0)} \int_{t_0}^{t} \frac{L}{e_\beta^2(t, t_0)} \|p^\sigma(s) - q^\sigma(s)\| \Delta s \right]
\leq \frac{1}{\gamma} \sup_{t \in [t_0, t_0 + a]_T} \left[ \frac{1}{e_\beta(t, t_0)} \int_{t_0}^{t} \beta e_\beta(s, t_0) \sup_{s \in [t_0, t + a]_T} \|p^\sigma(s) - q^\sigma(s)\| \Delta s \right]
= \frac{1}{\gamma} d_\beta(p, q) \sup_{t \in [t_0, t_0 + a]_T} \left[ \frac{1}{e_\beta(t, t_0)} \int_{t_0}^{t} e_\beta^\Delta(s, t_0) \Delta s \right],
\]
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where we used (4.3.1) and Theorem A.6.4(7) in the last step. Thus, we obtain
\[
\begin{align*}
    d_{\beta}(F_p, F_q) &\leq \frac{1}{\gamma} d_{\beta}(p, q) \sup_{t \in [t_0, t_0 + a]_T} \left[ \frac{1}{e_{\beta}(t, t_0)} \left( e_{\beta}(t, t_0) - 1 \right) \right] \\
    &= \frac{1}{\gamma} d_{\beta}(p, q) \left[ 1 - \frac{1}{e_{\beta}(t_0 + a, t_0)} \right] \\
    &< \frac{1}{\gamma} d_{\beta}(p, q),
\end{align*}
\]
where $1/\gamma = \alpha < 1$. Thus, our $F$ satisfies (4.2.1) and is a contractive map. Thus, Banach’s fixed–point theorem applies and there exists a unique fixed point $x$ of $F$ in $C([t_0, t_0 + a]_T; \mathbb{R}^n)$. Banach’s Theorem also yields that the sequence $z_i$ defined in (4.4.11) converges uniformly to $x$ in the $\beta$–norm, $\| \cdot \|_\beta$, and in the sup-norm, $\| \cdot \|_0$, to that fixed point $x$. This completes the proof.

\[\square\]

**Example 4.4.8** Consider the dynamic IVP
\[
\begin{align*}
    x^\Delta &= \frac{1}{1 + 2\mu(t)} \sin x^\sigma, \quad \text{for all } t \in [0, 1]_T; \quad (4.4.14) \\
    x(0) &= 0. \quad (4.4.15)
\end{align*}
\]
We claim that the above dynamic IVP has a unique solution $x \in C([0, 1]_T; \mathbb{R})$.

**Proof:** We show that the IVP (4.4.14), (4.4.15) satisfies the conditions of Theorem 4.4.7. Note that
\[
    f(t, p) = \frac{1}{1 + 2\mu(t)} \sin p, \quad \text{for all } (t, p) \in [0, 1]_T^\sigma \times \mathbb{R}.
\]

(i) *The function $f$ is right–Hilger–continuous on $[0, 1]_T^\sigma \times \mathbb{R}$:* We note that the composition function $g(t) := \frac{1}{1 + 2\mu(t)} \sin x^\sigma(t)$ will be rd–continuous for all $t \in [0, 1]_T$. Hence, our $f$ will be right–Hilger–continuous on $[0, 1]_T^\sigma \times \mathbb{R}$.

(ii) *$f$ satisfies (4.4.10):* Note that for all $t \in [0, 1]_T$, we have
\[
|f(t, p) - f(t, q)| = \left| \frac{1}{1 + 2\mu(t)} \right| |\sin p - \sin q|. \quad (4.4.16)
\]
Note that $\sin x$ has continuous partial derivatives on $\mathbb{R}$, which are bounded by $L_1 = 1$. Thus, $\sin x$ is Lipschitz continuous by Theorem 2.2.2 with Lipschitz constant $L_1 = 1$ and we can re–write (4.4.16), for all $t \in [0, 1]_T$, as
\[
|f(t, p) - f(t, q)| \leq \left| \frac{1}{1 + 2\mu(t)} \right| |p - q|,
\]
Hence, all conditions of Theorem 4.4.7 are satisfied and the given dynamic IVP has a unique solution, \( x \in C([0, 1]_T; \mathbb{R}) \).

\[ \square \]

### 4.5 Generalisations

In this section, we reconsider Theorem 4.4.1 and Theorem 4.4.7 and show that the results hold for a generalised Banach space.

Let \( X \) be a Banach space. Consider a function \( f \) defined on \( T^\kappa \times X \). Then the following definition describes the right–Hilger–continuity of \( f \):

**Definition 4.5.1** Consider an arbitrary time scale \( T \). A function \( f : T^\kappa \times X \rightarrow X \) having the property that \( f \) is continuous at each \((t, x)\) where \( t \) is right–dense; and the limits

\[
\lim_{(s, y) \rightarrow (t^-\kappa)} f(s, y) \quad \text{and} \quad \lim_{y \rightarrow x} f(t, y)
\]

both exist and are finite at each \((t, x)\) where \( t \) is left–dense, is said to be right–Hilger–continuous on \( T^\kappa \times X \).

\[ \square \]

In the following results of this section, \( \| \cdot \|_X \) represents the norm associated with the Banach space \( X \). The next definition ([?], Definition 8.14) describes the Lipschitz continuity of \( f \) on \([t_0, t_0 + a]_T^\kappa \times X\).

**Definition 4.5.2** Let \( f : [t_0, t_0 + a]_T^\kappa \times X \rightarrow X \). If there exists a constant \( L > 0 \) such that

\[
\| f(t, p) - f(t, q) \|_X \leq L \| p - q \|_X, \tag{4.5.1}
\]

for all \((t, p), (t, q) \in [t_0, t_0 + a]_T^\kappa \times X\),

then we say \( f \) satisfies a uniform Lipschitz condition on \([t_0, t_0 + a]_T^\kappa \times X\). The smallest value of \( L \) satisfying (4.5.1) is called a Lipschitz constant for \( f \) on \([t_0, t_0 + a]_T^\kappa \times X\).

\[ \square \]
Let \( x_0 \) be a point of \( X \). Consider a right–Hilger–continuous non–linear function \( f : [t_0, t_0 + a]_T^\infty \times X \rightarrow X \) and the generalised initial value problems

\[
\begin{align*}
x^\Delta &= f(t, x), & \text{for all } t \in [t_0, t_0 + a]_T^\infty; \\
x(t_0) &= x_0,
\end{align*}
\]

and

\[
\begin{align*}
x^\Delta &= f(t, x^\sigma), & \text{for all } t \in [t_0, t_0 + a]_T^\infty; \\
x(t_0) &= x_0.
\end{align*}
\]

The following definitions describe solutions of the generalised IVPs (4.5.2), (4.5.3) and (4.5.4), (4.5.5).

**Definition 4.5.3** A solution of (4.5.2), (4.5.3) is a function \( x : [t_0, t_0 + a]_T \rightarrow X \) such that: the points \( (t, x(t)) \in [t_0, t_0 + a]_T \times X \); \( x(t) \) is delta differentiable with \( x^\Delta(t) = f(t, x(t)) \) for each \( t \in [t_0, t_0 + a]_T^\infty \); and \( x(t_0) = x_0 \).

**Definition 4.5.4** A solution of (4.5.4), (4.5.5) is a function \( x : [t_0, t_0 + a]_T \rightarrow X \) such that: the points \( (t, x(t)) \in [t_0, t_0 + a]_T \times X \); \( x(t) \) is delta differentiable with \( x^\Delta(t) = f(t, x^\sigma(t)) \) for each \( t \in [t_0, t_0 + a]_T^\infty \); and \( x(t_0) = x_0 \).

The following two lemmas establish the equivalence of the dynamic IVPs (4.5.2), (4.5.3) and (4.5.4), (4.5.5) as delta integral equations in \( X \). The proofs being similar to Lemma 2.1.3 and Lemma 2.1.4 have been omitted.

**Lemma 4.5.5** Consider the dynamic IVP (4.5.2), (4.5.3). Let \( f : [t_0, t_0 + a]_T^\infty \times X \rightarrow X \) be a right–Hilger–continuous function. Then a function \( x \) solves (4.5.2), (4.5.3) if and only if it satisfies

\[
x(t) = \int_{t_0}^{t} f(s, x(s)) \Delta s + x_0, \quad \text{for all } t \in [t_0, t_0 + a]_T. \tag{4.5.6}
\]
Lemma 4.5.6 Consider the dynamic equations (4.5.4), (4.5.5). Let $f : [t_0, t_0 + a]_{\mathbb{T}} \times X \to X$ be a right–Hilger–continuous function. Then a function $x$ solves (4.5.4), (4.5.5) if and only if it satisfies the delta integral equation

$$x(t) = \int_{t_0}^{t} f(s, x^\sigma(s)) \Delta s + x_0, \quad \text{for all } t \in [t_0, t_0 + a]_{\mathbb{T}}. \tag{4.5.7}$$

□

Remark 4.5.7 Lemma 4.5.5 and lemma 4.5.6 also hold for $f$ being continuous, as all continuous functions are right–Hilger–continuous and are delta integrable by Theorem A.5.2.

□

Theorem 4.5.8 Let $f : [t_0, t_0 + a]_{\mathbb{T}} \times X \to X$ be right–Hilger–continuous. If there exists a positive constant $L$ such that

$$\|f(t, p) - f(t, q)\|_X \leq L \|p - q\|_X, \tag{4.5.8}$$

for all $(t, p), (t, q) \in [t_0, t_0 + a]_{\mathbb{T}} \times X,$

then the dynamic IVP (4.5.2), (4.5.3) has a unique solution $x \in C([t_0, t_0 + a]_{\mathbb{T}}; X)$. In addition, if a sequence of functions $y_i$ is defined inductively by choosing any $y_0 \in C([t_0, t_0 + a]_{\mathbb{T}}; X)$ and setting

$$y_{i+1}(t) := x_0 + \int_{t_0}^{t} f(s, y_i(s)) \Delta s, \quad \text{for all } t \in [t_0, t_0 + a]_{\mathbb{T}}, \tag{4.5.9}$$

then the sequence $y_i$ converges uniformly on $[t_0, t_0 + a]_{\mathbb{T}}$ to the unique solution $x$ of (4.5.2), (4.5.3). Furthermore, $x^\Delta \in C_{rd}([t_0, t_0 + a]_{\mathbb{T}}; X)$.

Proof: Since $X$ is a Banach space, $X$ is a complete metric space. As proved in Theorem 4.4.1, the map $F$ defined by (4.4.3) will be contractive in $C([t_0, t_0 + a]_{\mathbb{T}}; X)$. 
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Thus, Banach Contraction Principle holds for \( F \) [?], Theorem 1.1 and \( F \) has a unique fixed point \( x \) in \( C([t_0, t_0 + a]_\mathbb{T}; X) \) such that, for all \( y \in C([t_0, t_0 + a]_\mathbb{T}; X) \) and \( i \geq 1 \),
the sequence \( y_i \) defined by
\[
y_{i+1}(t) = \int_{t_0}^{t} f(s, y_i(s)) \Delta s + x_0, \quad \text{for all } t \in [t_0, t_0 + a]_\mathbb{T}.
\] (4.5.10)
converges uniformly in the \( \beta \)-norm, \( \| \cdot \|_{\beta} \), and the sup–norm, \( \| \cdot \|_\infty \), to that fixed point \( x \) in \( C([t_0, t_0 + a]_\mathbb{T}; X) \) and \( x \) will be a solution to (4.1.1), (4.1.2) by Lemma 4.5.5.

□

**Theorem 4.5.9** Let \( f : [t_0, t_0 + a]_\mathbb{T} \times X \to X \) be a right–Hilger–continuous function. Let \( L > 0 \) be a constant. If there exists \( \gamma > 1 \) with \( \beta := L\gamma \) such that \( f \) satisfies
\[
(1 + \mu(t)\beta)\|f(t, p) - f(t, q)\|_X \leq L\|p - q\|_X,
\] (4.5.11)
for all \( (t, p), (t, q) \in [t_0, t_0 + a]_\mathbb{T} \times X \),
then the dynamic IVP (4.5.4), (4.5.5) has a unique solution, \( x \), such that \( x \in C([t_0, t_0 + a]_\mathbb{T}; X) \). In addition, if a sequence of functions \( z_i \) is defined inductively by choosing any \( z_0 \in C([t_0, t_0 + a]_\mathbb{T}; X) \) and setting
\[
z_{i+1}(t) := x_0 + \int_{t_0}^{t} f(s, z_i^\sigma(s)) \Delta s, \quad \text{for all } t \in [t_0, t_0 + a]_\mathbb{T},
\] (4.5.12)
then the sequence \( z_i \) converges uniformly on \( [t_0, t_0 + a]_\mathbb{T} \) to the unique solution \( x \) of (4.5.4), (4.5.5). Furthermore, \( x^\Delta \in C_{rd}([t_0, t_0 + a]_\mathbb{T}; X) \).

**Proof:** The proof is the same as for Theorem 4.5.8, as from Theorem 4.4.7, \( F \) defined by (4.4.12) will be contractive in \( C([t_0, t_0 + a]_\mathbb{T}; X) \) and, so, Banach Contraction Principle holds for \( F \) by [?], Theorem 1.1.

□

We note that Theorem 4.5.8 and Theorem 4.5.9 ensure the existence and uniqueness of solutions to the first order non–linear IVPs of the form (4.5.2), (4.5.3) and (4.5.4), (4.5.5) in the entire span of Banach spaces of continuous functions defined on \( [t_0, t_0 + a]_\mathbb{T} \). In this way, these results are stronger as compared to Theorem 4.4.1 and Theorem 4.4.7 which confine the solutions to the space \( \mathbb{R}^n \).
In the next section, we take a reverse approach and explore existence and uniqueness of solutions within smaller subsets of $X$ employing the local version of Banach’s fixed point theory.

### 4.6 Local Banach theory

The Banach principle introduced the ideas of unique fixed points of contractive maps in metric spaces no matter how large they are. However, not all maps are contractive for an entire space but they may be contractive within a small subset usually considered as a ball in a metric space. Such maps are called locally contractive maps [?, pp.10–11]. In order that locally contractive maps can be utilised for having fixed points within a ball in a metric space, there exists a local version of the Banach theorem presented as the following corollary [?, Corollary 1.2].

**Corollary 4.6.1** Let $(X,d)$ be a complete metric space containing an open ball having centre $x_0$ and radius $r$. That is, there exists

$$B_r(x_0) := \{ x \in X : d(x,x_0) < r \} \subseteq X. \tag{4.6.1}$$

Let $F : B_r(x_0) \to X$ be a contractive map with a positive number $\alpha < 1$ as the contraction constant. If

$$d(Fx_0,x_0) < (1 - \alpha)r, \tag{4.6.2}$$

then $F$ has a unique fixed point in $B_r(x_0)$.

The next results concerns the existence and uniqueness of solutions to dynamic equations (4.1.1), (4.1.2) within certain balls using the local Banach corollary.

**Theorem 4.6.2** Let $M > 0$ and define

$$R^c := \{ (t,p) : t \in [t_0,t_0 + a]_T^c \text{ and } \| p - x_0 \| \leq M \}.$$

Consider a right–Hilger–continuous function $f : R^c \to \mathbb{R}^n$. If:
1. there exists a positive constant $L$ such that

$$\|f(t, p) - f(t, q)\| \leq L\|p - q\|, \text{ for all } (t, p), (t, q) \in \mathbb{R}^n; \quad (4.6.3)$$

2. the inequality

$$\int_{t_0}^{t_0+a} \|f(s, x_0)\| \Delta s < \frac{M}{e_L(t_0 + a, t_0)^2} \quad (4.6.4)$$

holds,

then the dynamic IVP (4.1.1), (4.1.2) has at least one solution $x$ on $[t_0, t_0 + a]_T$, with a unique solution satisfying

$$d_L(x, x_0) < \frac{M}{e_L(t_0 + a, t_0)}. \quad (4.6.5)$$

**Proof:** Choose $R > 0$ such that

$$R e_L(t_0 + a, t_0) = M. \quad (4.6.6)$$

Let $d_L$ satisfy (4.3.1) for $\beta = L$. Consider the complete metric space $(\mathcal{C}([t_0, t_0 + a]_T; \mathbb{R}^n), d_L)$ and an open ball $\mathcal{B}_R(x_0) \subset \mathcal{C}([t_0, t_0 + a]_T; \mathbb{R}^n)$ defined by

$$\mathcal{B}_R(x_0) := \{ x \in \mathcal{C}([t_0, t_0 + a]_T; \mathbb{R}^n) : d_L(x, x_0) < R \}, \quad (4.6.7)$$

with an operator $\mathbf{F} : \mathcal{B}_R(x_0) \to \mathcal{C}([t_0, t_0 + a]_T; \mathbb{R}^n)$ defined by

$$[\mathbf{F}x](t) := \int_{t_0}^{t} f(s, x(s)) \Delta s + x_0, \quad \text{for all } t \in [t_0, t_0 + a]_T. \quad (4.6.8)$$

We show that $\mathbf{F}$ is a contractive map with a contraction constant $\alpha < 1$. We also show that $\mathbf{F}$ satisfies (4.6.2) and, so, by Corollary 4.6.1, has a unique fixed point in $\mathcal{B}_R(x_0)$. 
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Let \( u, v \in B_R(x_0) \). Then, using (4.3.1) together with (4.6.3), we can write

\[
d_L(Fu, Fv) := \sup_{t \in [t_0, t_0 + a] \cap \Gamma} \frac{\|Fu(t) - Fv(t)\|}{e_L(t, t_0)}
\]

\[
\leq \sup_{t \in [t_0, t_0 + a] \cap \Gamma} \left[ \frac{1}{e_L(t, t_0)} \int_{t_0}^{t} \|f(s, u(s)) - f(s, v(s))\| \Delta s \right]
\]

\[
\leq \sup_{t \in [t_0, t_0 + a] \cap \Gamma} \left[ \frac{1}{e_L(t, t_0)} \int_{t_0}^{t} L\|u(s) - v(s)\| \Delta s \right]
\]

\[
\leq \sup_{t \in [t_0, t_0 + a] \cap \Gamma} \left[ \frac{1}{e_L(t, t_0)} \int_{t_0}^{t} L_{E_L(s, t_0)} \sup_{s \in [t_0, t_0 + a] \cap \Gamma} \frac{\|u(s) - v(s)\|}{e_L(s, t_0)} \Delta s \right]
\]

\[
= d_L(u, v) \sup_{t \in [t_0, t_0 + a] \cap \Gamma} \left[ \frac{1}{e_L(t, t_0)} \right]
\]

\[
= d_L(u, v) \left[ 1 - \frac{1}{e_L(t_0 + a, t_0)} \right].
\]

where we used Theorem A.6.4(7) in the last step. Thus, our computations reduce to

\[
d_L(Fu, Fv) \leq d_L(u, v) \sup_{t \in [t_0, t_0 + a] \cap \Gamma} \left[ 1 - \frac{1}{e_L(t, t_0)} \right]
\]

\[
= d_L(u, v) \left[ 1 - \frac{1}{e_L(t_0 + a, t_0)} \right].
\]

Letting

\[
\alpha := 1 - \frac{1}{e_L(t_0 + a, t_0)},
\]

we note

\[
d_L(Fu, Fv) < \alpha d_L(u, v)
\]

and so \( F \) is a contractive map. We further note that \( e_L(t_0 + a, t_0) > 0 \). Using (4.6.4), (4.6.6) and (4.6.8), we obtain, for all \( t \in [t_0, t_0 + a] \cap \Gamma \),

\[
d_L(F(x_0), x_0) = \sup_{t \in [t_0, t_0 + a] \cap \Gamma} \frac{\|F(x_0) - x_0\|}{e_L(t, t_0)}
\]

\[
= \sup_{t \in [t_0, t_0 + a] \cap \Gamma} \left[ \frac{1}{e_L(t, t_0)} \right] \int_{t_0}^{t_0 + a} \|f(s, x_0)\| \Delta s
\]

\[
\leq \frac{M}{[e_L(t_0 + a, t_0)]^2} \sup_{t \in [t_0, t_0 + a] \cap \Gamma} \left[ \frac{1}{e_L(t, t_0)} \right]
\]

\[
= \frac{M}{[e_L(t_0 + a, t_0)]^2} \left[ \frac{1}{e_L(t_0 + a, t_0)} \right]
\]

\[
\leq \frac{M}{[e_L(t_0 + a, t_0)]^2} \frac{R}{e_L(t_0 + a, t_0)}
\]

\[
= (1 - \alpha) R,
\]
where we used (4.6.9) in the last step. Hence, all conditions of the local Banach corollary are satisfied. Thus, \( F \) has a unique fixed point \( x \in B_{\mathcal{R}}(x_0) \). Therefore the dynamic IVP (4.1.1), (4.1.2) has a unique solution in \( B_{\mathcal{R}}(x_0) \).

\[ \square \]

We now present an example to illustrate Theorem 4.6.2.

**Example 4.6.3** Consider

\[ R_k := \{(t, p) : t \in [0, 1/2]_T, \ |p| \leq 1\}. \]

Consider the scalar dynamic IVP

\[ \begin{align*}
    x^\Delta &= f(t, x) = x^2 + t + \sigma(t), \quad \text{for all } t \in [0, 1/2]_T; \\
    x(0) &= 0.
\end{align*} \tag{4.6.10} \tag{4.6.11} \]

We claim that, for \( [e_2(1/2, 0)]^2 < 4 \), the above dynamic IVP has a unique solution, \( x \), such that \( |x(t)| < \frac{1}{e_2(1/2, 0)} \) for all \( t \in [0, 1/2]_T \).

**Proof:** We show that the given IVP satisfies the conditions of Theorem 4.6.2.

(i) The function \( f \) is right–Hilger–continuous on \( R_k \): We note that the composition function \( k(t) := (x(t))^2 + t + \sigma(t) \) is rd–continuous for all \( t \in [0, 1/2]_T \) and so, our \( f \) is right–Hilger–continuous on \( R_k \).

(ii) \( f \) is Lipschitz continuous on \( R_k \): We note that for all \( (t, p) \in R_k \) we have

\[ \left| \frac{\partial f(t, p)}{\partial p} \right| = |2p| \leq 2. \]

Thus, by Theorem 2.2.2, \( f \) satisfies a Lipschitz condition on \( R_k \) with Lipschitz constant \( L = 2 \).

(iii) \( f \) satisfies (4.6.4): Note that, for all \( t \in [0, 1/2]_T \), we obtain using [?, Example 1.25]

\[ \int_0^{1/2} |f(s, 0)| \Delta s = \int_0^{1/2} (s + \sigma(s)) \Delta s = 1/4, \]

which satisfies (4.6.4) for \( [e_2(1/2, 0)]^2 < 4 \). So, by Theorem 4.6.2, the given IVP has a unique solution \( x \) such that \( |x(t)| < \frac{1}{e_2(1/2, 0)} \) for all \( t \in [0, 1/2]_T \).
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4.7 Lipschitz continuity of solutions

In this section, we prove results about the smoothness of solutions to the dynamic IVPs (4.1.1), (4.1.2) and (4.1.3), (4.1.4), brought forward under the conditions of Theorem 4.4.1, with respect to their initial state.

Let \( x(t; A) \) denote the solution of (4.1.1), (4.1.2) with \( x_0 = A \). We show that \( x(t; A) \) is Lipschitz continuous in \( A \). That is, there exists a function \( K(t) > 0 \) for all \( t \in [0, t_0 + a]_T \) such that for all \( A, B \in C([0, t_0 + a]_T; \mathbb{R}^n) \) satisfying (4.1.2), we have

\[
\| x(t; A) - x(t; B) \| \leq K(t) \| A - B \|, \quad \text{for all } t \in [0, t_0 + a]_T. \tag{4.7.1}
\]

**Theorem 4.7.1** Let the condition of Theorem 4.4.1 hold. If \( x(t; A) \) is the unique solution to the IVP (4.1.1), (4.1.2), then \( x(t; A) \) is Lipschitz continuous in \( A \), for all \( t \in [0, t_0 + a]_T \). More explicitly, if there exist \( A, B \) satisfying (4.1.2) then

\[
\| x(t; A) - x(t; B) \| \leq e_L(t, t_0) \| A - B \|, \quad \text{for all } t \in [0, t_0 + a]_T. \tag{4.7.2}
\]

**Proof:** Let \( x(t; A), x(t; B) \) be solutions to (4.1.1), (4.1.2) corresponding to \( x_0 = A \) and \( x_0 = B \), respectively. Then, from Lemma 2.1.3, we obtain for all \( t \in [0, t_0 + a]_T \),

\[
\| x(t; A) - x(t; B) \| \leq \| A - B \| + \int_{t_0}^{t} \| f(s; x(s; A)) - f(s; x(s; B)) \| \, \Delta s,
\]

\[
\leq \| A - B \| + L \int_{t_0}^{t} \| x(s; A) - x(s; B) \| \, \Delta s, \tag{4.7.3}
\]

where we used (4.4.1) above. Let us define, for all \( A, B \in \mathbb{R}^n \),

\[
r(t) := \int_{t_0}^{t} \| x(s; A) - x(s; B) \| \, \Delta s, \quad \text{for all } t \in [0, t_0 + a]_T.
\]

Then from inequality (4.7.3), we obtain

\[
r^\Delta (t) - L r(t) \leq \| A - B \|, \quad \text{for all } t \in [0, t_0 + a]_T. \tag{4.7.4}
\]

Since \( L > 0 \), we have \( 1 + \mu L > 0 \), where \( \mu \) is the graininess function on \([0, t_0 + a]_T\).

Hence \( L \in \mathcal{R}^+ \), and \( e_L(t, t_0) > 0 \) (Theorem A.6.4(9)) for all \( t \in [0, t_0 + a]_T \).

Simplifying (4.7.4) by taking \( e^\omega_L(t, t_0) \) as the integrating factor, we obtain

\[
\frac{r^\Delta (t) e_L(t, t_0) - L e_L(t, t_0) r(t)}{e_L(t, t_0) e^\omega_L(t, t_0)} \leq \frac{\| A - B \|}{e^\omega_L(t, t_0)}, \quad \text{for all } t \in [0, t_0 + a]_T.
\]
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Applying [?, Theorem 1.20(v), Theorem 2.35], we have, for all \( A, B \in \mathbb{R}^n \),
\[
\left[ \frac{r(t)}{e_L(t, t_0)} \right] \Delta \leq \frac{\|A - B\|}{e_L^2(t, t_0)}, \quad \text{for all } t \in [t_0, t_0 + a]^T.
\]
An integration from \( t_0 \) to \( t \) on both sides yields, for all \( t \in [t_0, t_0 + a]^T \),
\[
\frac{r(t)}{e_L(t, t_0)} \leq \frac{\|A - B\|}{e_L^2} \int_{t_0}^{t} \frac{1}{e_L(s, t_0)} \Delta s
= \frac{\|A - B\|}{-L} \left[ \frac{1}{e_L(t, t_0)} - 1 \right] \Delta s,
= \frac{1 - e_L(t, t_0)}{-Le_L(t, t_0)} \|A - B\|,
\]
where we have used Theorem A.6.4(8) in the second last step. Therefore, from (4.7.4), we obtain, for all \( t \in [t_0, t_0 + a]^T \),
\[
\|x(t; A) - x(t; B)\| - \frac{L}{\frac{e_L(t, t_0)}{L} - 1} \|A - B\| \leq \|A - B\|,
\]
which gives (4.7.2).

\[\square\]

Theorem 4.7.1 shows that the change in the solution \( x(t; A) \) of (4.1.1), (4.1.2) with respect to the initial state is bounded by a continuously differentiable function \( K(t) := e_L(t, t_0) \). That is, the solution stays between the lines \( \pm e_L(t, a)(A - B) \) for all \( t \in [t_0, t_0 + a] \), and so, is stable with respect to the initial state.

The above result partially strengthens the ideas in [?, Theorem 2.6.1], however, it removes the restriction \( L\mu < 1 \) and adds smoothness to the solution with respect to the initial state.

The next theorem concerns the Lipschitz continuity of solutions to the dynamic IVP (4.1.3), (4.1.4). We show that the unique solution of these IVPs satisfies (4.7.1), with Lipschitz constant \( K := e_\beta(t_0 + a, t_0) \) under the \( \beta \)-norm defined in (4.3.3).

**Theorem 4.7.2** Consider the dynamic IVP (4.1.3), (4.1.4) and let the condition of Theorem 4.4.7 hold. If \( x(t; A) \) is the unique solution to (4.1.3), (4.1.4), then \( x(t; A) \) is Lipschitz continuous with respect to \( A \), under the \( \beta \)-norm, with Lipschitz constant \( e_\beta(t_0 + a, t_0) \). That is, for any positive constant \( \beta \) such that \( \beta := L\gamma \) for \( \gamma \geq 1 \), and for all \( A, B \) satisfying (4.1.4),
\[
\|x(t; A) - x(t; B)\|_{\beta} \leq e_\beta(t_0 + a, t_0)\|A - B\|_{\beta},
\]
for all \( t \in [t_0, t_0 + a]^T \).
Proof: Since \( x(t; A), x(t; B) \) solve (4.1.3), (4.1.4) for all \( t \in [t_0, t_0 + a] \), we can write, from Lemma 2.1.2 and (4.3.3),

\[
\|x(t; A) - x(t; B)\|_\beta = \sup_{t \in [t_0, t_0 + a]} \|x(t; A) - x(t; B)\|_\beta \\
\leq \sup_{t \in [t_0, t_0 + a]} \frac{1}{e_\beta(t, t_0)} \left[ \int_{t_0}^{t} \|f(s, x^\sigma(s; A)) - f(s, x^\sigma(s; B))\| \Delta s + \|A - B\| \right] \\
\leq \sup_{t \in [t_0, t_0 + a]} \frac{1}{e_\beta(t, t_0)} \left[ \int_{t_0}^{t} \frac{L}{1 + \mu(s)} \|x^\sigma(s; A) - x^\sigma(s; B)\| \Delta s \right] + \|A - B\|_\beta \\
= \sup_{t \in [t_0, t_0 + a]} \frac{1}{e_\beta(t, t_0)} \left[ \int_{t_0}^{t} L e_\beta(s, t_0) \|x^\sigma(s; A) - x^\sigma(s; B)\|_\beta \right] + \|A - B\|_\beta,
\]

where we used the identity (4.4.13) in the last step. Further using (4.3.3) and Theorem A.6.4(7) with \( \beta = L \gamma \), the above computations take the form

\[
\|x(t; A) - x(t; B)\|_\beta \\
\leq \sup_{t \in [t_0, t_0 + a]} \frac{1}{e_\beta(t, t_0)} \left[ \int_{t_0}^{t} L e_\beta(s, t_0) \sup_{s \in [t_0, t_0 + a]} \|x^\sigma(s; A) - x^\sigma(s; B)\|_\beta \Delta s \right] + \|A - B\|_\beta \\
= \frac{1}{\gamma} \|x(t; A) - x(t; B)\|_\beta \sup_{t \in [t_0, t_0 + a]} \left[ \frac{1}{e_\beta(t, t_0)} \int_{t_0}^{t} e_\beta(s, t_0) \Delta s \right] + \|A - B\|_\beta, \\
= \frac{1}{\gamma} \|x(t; A) - x(t; B)\|_\beta \sup_{t \in [t_0, t_0 + a]} \left[ 1 - \frac{1}{e_\beta(t_0, t_0)} \right] + \|A - B\|_\beta, \\
\leq \|x(t; A) - x(t; B)\|_\beta \left( 1 - \frac{1}{\gamma e_\beta(t_0 + a, t_0)} \right) + \|A - B\|_\beta,
\]

where we used \( \gamma \geq 1 \) in the last step. A rearrangement of the above inequality yields

\[
\|x(t; A) - x(t; B)\|_\beta < e_\beta(t_0 + a, t_0) \|A - B\|_\beta, \quad \text{for all } t \in [t_0, t_0 + a].
\]

Hence \( x(t; A) \) is Lipschitz continuous in \( A \) in the \( \beta \)-norm, with Lipschitz constant \( e_\beta(t_0 + a, t_0) \). Thus, a variation in \( x(t; A) \) is bounded by the lines \( \pm e_\beta(t_0 + a, t_0) \). This completes the proof.

\(\square\)

In our next result, we consider the \( n \)-sphere \( N_r(A_0) \) defined in (3.5.1) and the \( n + 1 \)-sphere \( P_{r,M}(A_0) \) defined in (3.5.2). We assume that \( A \in N_r(A_0) \). Then the following theorem guarantees a unique solution to the dynamic IVP (4.1.1), (4.1.2) in \( P_{r,M}(A_0) \). Moreover, the result also ensures the existence of continuous partial
derivatives of the solution with respect to the initial value \( x_0 = A \) in the \( n \)-sphere \( N_r(A_0) \).

**Theorem 4.7.3** Consider the vector \( A_0 \in \mathbb{R}^n \) and positive constants \( r, M \) such that (3.5.1) and (3.5.2) hold. Let \( f : P_{r,M}(A_0) \to \mathbb{R}^n \) be right–Hilger–continuous. If

\[
\frac{\partial f(t, p)}{\partial x}
\]

exist and are continuous for all \((t, p) \in P_{r,M}(A_0)\), then the dynamic IVP (4.1.1), (4.1.2) has a unique solution \( x(t; A) \) for all \((t, x) \in P_{r,M}(A_0)\). Furthermore, the partial derivatives of the solution, \( \frac{\partial x(t; A)}{\partial A} \), are also continuous in \( A \) for all \( A \in N_r(A_0) \) for all \( t \in [t_0,t_0+a]_T \).

**Proof:**  We know from Theorem 4.4.3, that a unique solution to the system (3.1.2), (3.1.3), which is the same as (4.1.1), (4.1.2) exists in \( P_{r,M}(A_0) \). Let us call this solution \( x(t; A) \). So, we only show that this solution \( x(t; A) \) has continuous partial derivatives with respect to the initial value \( A \) for all \((t, x) \in P_{r,M}(A_0)\). That is, we show that \( \frac{\partial x(t; A)}{\partial A} \) exists and is continuous in \( A \) for all \( A \in N_r(A_0) \) for all \( t \in [t_0,t_0+a]_T \).

We note, from Theorem 4.7.1, that \( x(t; A) \) satisfies a uniform Lipschitz condition in \( A \). Thus, from [?, p.3], for every \( \epsilon > 0 \), we can define a \( \delta = \delta(\epsilon) := \frac{\epsilon}{e_{L}(t,t_0)} \) for which

\[
\| x(t; A) - x(t; B) \| \leq \epsilon, \quad \text{whenever} \quad \| A - B \| \leq \delta.
\]

Let \( q := (0,0,\cdots,0,1,0,\cdots,0)^T \in \mathbb{R}^n \) be the \( k \)-th unit vector. Then for an arbitrarily small \( \delta > 0 \) we define \( B = A + \delta q \). Using Taylor’s theorem [?, p.624], we obtain

\[
\left| \frac{\partial x(t; A)}{\partial A} \right| = \lim_{\delta \to 0} \frac{\| x(t; A + \delta q) - x(t; A) \|}{\delta} \\
\leq \lim_{\delta \to 0} \frac{\epsilon}{\delta} = e_{L}(t,t_0),
\]

whenever \( \| A - B \| \leq \delta \).

Thus \( \frac{\partial x(t; A)}{\partial A} \) exist and are rd–continuous for all \( t \in [t_0,t_0+a]_T \) for all \( A \in N_r(A_0) \). This completes the proof. 

\(\square\)
4.8 Dynamic equations of higher order

The ideas of Section 4.3 can be extended to higher-order equations. Consider $x$ to be a continuously differentiable vector function of order $n$, where $n = 1, 2, \cdots$. That is, $x = (x_1, x_2, \cdots, x_n)$. We define the $k$-th derivative of $x$ as

$$x^{\Delta^k} := [x^{\Delta^{k-1}}]^{\Delta}, \quad \text{for all } k = 1, 2, \cdots, n,$$

and define $x_1, x_2, \cdots, x_n$ as follows:

$$x_1 := x; \quad x_2 := x^{\Delta}; \quad x_3 := x^{\Delta^2}; \cdots; x_{n-1} := x^{\Delta^{n-2}}; \quad x_n := x^{\Delta^{n-1}}. \quad (4.8.1)$$

If we delta–differentiate the above system of equations, we obtain a set of first order dynamic equations

$$x_1^{\Delta} = x_2;$$
$$x_2^{\Delta} = x_3;$$
$$\vdots$$
$$x_{n-1}^{\Delta} = x_n;$$
$$x_n^{\Delta} = x^{\Delta^n} = f(t, x_1, x_2, \cdots, x_n) = f(t, x). \quad (4.8.2)$$

Now consider the dynamic initial value problem

$$x^{\Delta^k} = f(t, x, x^{\Delta}, x^{\Delta^2}, \cdots, x^{\Delta^{k-1}}), \quad \text{for all } t \in [t_0, t_0 + a]^\mathbb{T}; \quad (4.8.4)$$
$$x(a) = A_1; \quad x^{\Delta}(a) = A_2; \cdots; x^{\Delta^{k-1}}(a) = A_k, \quad (4.8.5)$$

where $A_k \in \mathbb{R}$. Then this system can be written as

$$x^{\Delta} = f(t, x), \quad \text{for all } t \in [t_0, t_0 + a]^\mathbb{T}; \quad (4.8.6)$$
$$x(a) = A, \quad \text{where } A = (A_1, \cdots, A_n), \quad (4.8.7)$$

which is the same as (4.1.1), (4.1.2). Any continuous and $n$–times delta differentiable function $x$ satisfying (4.1.1), (4.1.2) will be a solution to the dynamic IVPs (4.8.4), (4.8.5).

Similarly, if we define $\sigma^1(b) := \sigma(b)$; and $\sigma^{k+1}(b) := \sigma(\sigma^k(b))$ for all $k = 1, \cdots, n$, then any rd–continuous function $x$ that is $n$–times delta differentiable on a time scale
interval $[a, \sigma^n(b)]^T$ and satisfies the dynamic IVP

$$x^\Delta = f(t, x^\Delta, x^\Delta, x^\Delta, \ldots, x^\Delta), \quad \text{for all } t \in [t_0, t_0 + a]^{\tau}_T; \quad (4.8.8)$$

$$x(a) = A_1; x^\Delta(a) = A_2; \ldots; x^\Delta(a) = A_k \quad (4.8.9)$$

will be a solution to this equation.

We now present our results for the higher order dynamic IVPs (4.8.4), (4.8.5) as follows.

**Theorem 4.8.1** Let $f : [t_0, t_0 + a]^{\tau}_T \times \mathbb{R}^n \to \mathbb{R}^n$ be a right–Hilger–continuous function, and $L^* > 0$ be a fixed number. If, for all $p, q \in \mathbb{R}^n$, $f$ satisfies

$$\|f(t, p) - f(t, q)\| \leq L_1[(p_1 - q_1)^2 + \cdots + (p_n - q_n)^2], \quad (4.8.10)$$

for all $t \in [t_0, t_0 + a]^{\tau}_T$, then the IVP (4.8.4), (4.8.5) has a unique solution.

**Proof:** We show that $f$ satisfies the Lipschitz condition (4.4.1) and Theorem 4.4.1 applies.

Consider $p, q \in \mathbb{R}^n$, then for all $t \in [t_0, t_0 + a]^{\tau}_T$, we can write from (4.8.4)

$$\|f(t, p) - f(t, q)\| = \|p^\Delta - q^\Delta\| = \|(p_1^\Delta, p_2^\Delta, \ldots, p_n^\Delta) - (q_1^\Delta, q_2^\Delta, \ldots, q_n^\Delta)\|$$

$$= \|(p_2 - q_2)^2 + (p_3 - q_3)^2 + \cdots + (p_n - q_n)^2 + \|f(t, p_1, p_2, \ldots, p_n) - f(t, q_1, q_2, \ldots, q_n)\|^2\|^{1/2} \leq [(p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2 + \|f(t, p) - f(t, q)\|^2]^{1/2}$$

$$\leq [(p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2 + L_1[(p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2]]^{1/2}$$

$$= [1 + L_1[(p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2]]^{1/2}$$

Hence, $f$ satisfies (4.4.1) with Lipschitz constant $L := [1 + L_1]^{1/2}$. Thus, by Theorem 4.4.1, the IVP (4.8.6), (4.8.7) has a unique solution. In other words, the IVP (4.8.4), (4.8.5) has a unique solution.
The next theorem concerns the uniqueness of solution to the dynamic IVP (4.8.8), (4.8.9).

**Theorem 4.8.2** Let \( f : [t_0, t_0 + a]_{\mathbb{T}} \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) be a right–Hilger–continuous function, and \( L_2 > 0 \) be a fixed number. If there exists \( \beta = \gamma L_2 \), where \( \gamma \geq 1 \), such that, for all \( p, q \in \mathbb{R}^n \), \( f \) satisfies

\[
[f(t, p) - f(t, q)]^2 \leq \frac{L_2}{(1 + \mu(t)\beta)^2}[(p_1 - q_1)^2 + \cdots + (p_n - q_n)^2], \quad (4.8.11)
\]

for all \( t \in [t_0, t_0 + a]_{\mathbb{T}} \), then the IVP (4.8.8), (4.8.9) has a unique solution.

**Proof:** We show that \( f \) satisfies (4.4.10) and Theorem 4.4.7 applies. In this case, we define the components \( x_1, \ldots, x_n \) of \( x \) as

\[
x_1 := x^\sigma; \quad x_2 := x^\Delta; \quad x_3 := x^{\Delta^2}; \cdots; x_{n-1} := x^{\Delta^{n-2}}; \quad x_n := x^{\Delta^{n-1}}, \quad (4.8.12)
\]

and delta–differentiate the above equations taking \( x^{\sigma \Delta} := (x \circ \sigma)^\Delta \) (see Theorem A.3.11). Thus, we obtain

\[
x_1^\Delta = x^{\sigma \Delta};
\]

\[
x_2^\Delta = x_3;
\]

\[
\vdots
\]

\[
x_{n-1}^\Delta = x_n;
\]

\[
x_n^\Delta = x^{\Delta^n} = f(t, x_1, x_2, \cdots, x_n) = f(t, x), \quad (4.8.14)
\]

Then for any \( p, q \in \mathbb{R}^n \) having components as in (4.8.12), we have from (4.8.14),

\[
\|f(t, p) - f(t, q)\| = \|(p_1^{\sigma \Delta}, p_3, \cdots, f(t, p_1, p_2, \cdots, p_n)) - (q_1^{\sigma \Delta}, q_3, \cdots, f(t, q_1, q_2, \cdots, q_n))\),
\]

\[
= [ (p_1^{\sigma \Delta} - q_1^{\sigma \Delta})^2 + (p_3 - q_3)^2 + \cdots + (f(t, p) - f(t, q))^2 ]^{1/2}
\]

\[
\leq [ (p_1^{\sigma \Delta} - q_1^{\sigma \Delta})^2 + (p_1 - q_1)^2 + (p_2 - q_2)^2 + (p_3 - q_3)^2 + \cdots + (p_n - q_n)^2
\]

\[
+ (f(t, p) - f(t, q))^2 ]^{1/2}
\]

\[
\leq [ (p_1^{\sigma \Delta} - q_1^{\sigma \Delta})^2 + (p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2
\]

\[
+ \frac{L_2}{(1 + \mu(t)\beta)^2}[(p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2] ]^{1/2},
\]
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where we used (4.8.11) above. Thus, our further computations take the form

$$
\| f(t, \mathbf{p}) - f(t, \mathbf{q}) \| \leq \left[ \left( \alpha \| \mathbf{p} - \mathbf{q} \| \right)^2 + \left( \frac{L_2}{1 + \mu(t)\beta} \right)^2 \right]^{1/2}
$$

where \( \alpha = |p_1^\sigma - q_1^\sigma| \). Thus, by Theorem 4.3.6, the IVP (4.8.8), (4.8.9) has a unique solution.

Hence, \( f \) satisfies (4.4.10) with

$$
L := \alpha |1 + \mu(t)\beta| + |(1 + \mu(t)\beta)^2 + L_2|^{1/2},
$$

where \( \alpha = |p_1^\sigma - q_1^\sigma| \). Thus, by Theorem 4.3.6, the IVP (4.8.8), (4.8.9) has a unique solution.

In this chapter, we presented results regarding existence of solutions to the systems (2.1.5), (2.1.6) and (2.1.7), (2.1.8) and also to the scalar IVP (2.1.9), (2.1.10) using Banach’s fixed point theory and its applications. In the next chapter, we replace the above IVPs by another scalar IVP involving nabla equations and explore existence of solutions within a defined location, using the method of lower and upper solutions, employing Schauder’s approach from ordinary differential equations.
Chapter 5

Existence results using lower and upper solutions

5.1 Introduction

So far we have examined the existence and uniqueness of solutions to first order nonlinear dynamic initial value problems involving delta equations. We used methods from classical analysis, such as successive approximations, and employed ideas from fixed point theory, such as Banach’s fixed point theorem. In this chapter we consider the nabla equation

\[ x^{\nabla} = f(t, x), \quad \text{for all } t \in [0, a], \] 

subject to an initial condition and examine: the existence and uniqueness of solutions to the above initial value problem employing Schauder’s fixed point theorem; restriction of solutions within known regions defined by \([0, a], \] an upper solution, \(u\), and a lower solution, \(l\), on \([0, a]_T\). We also establish successive approximations of solutions via lower and upper solutions to an initial value problem involving the above nabla equation.

It had been shown in [?] and [?] that the existence results involving lower and upper solutions for boundary value problems on time scales can be proved with less restrictions using nabla equations than using delta equations. By a similar argument, we prove our results using nabla equations to allow the solution to assume maximal values at the right end point of a given interval of existence, \([l, u]\), using the
maximum principle. In this way, our existence results are different both in context and methodology from results proved in Chapter 3 and Chapter 4 for first order dynamic IVPs.

Our method of employing lower and upper solutions using the maximum principle to obtain existence and uniqueness of solutions to the IVP (5.1.1), (5.1.2) also make our results in this chapter different in context and methodology from those proved in [?, Theorem 4.1.2].

The results follow some notions of La Salle [?] extended to the time scale setting. In this way, our results exhibit a broader span of modelling a system described as a first order initial value problem, no matter if the system has a discrete or a continuous domain or a hybrid of both.

5.1.1 The main objective

We consider a left–Hilger–continuous non–linear function (see Definition A.2.6) \( f : [0, a]_{\kappa, T} \times [l, u] \subset \mathbb{R}^2 \to \mathbb{R} \), where \( l, u \) are continuous on \( [0, a]_T = [0, a] \cap \mathbb{T} \) for an arbitrary time scale \( \mathbb{T} \).

Consider the scalar initial value problem

\[
\begin{align*}
  x^\nabla &= f(t, x), \quad \text{for all } t \in [0, a]_{\kappa, T}; \\
  x(0) &= 0;
\end{align*}
\]

Here \( x^\nabla \) is the ‘nabla’ derivative of \( x \) introduced in [?, p.77].

The main aim of this chapter is to answer the following questions:

1. Under what conditions does the dynamic IVP (5.1.1), (5.1.2) have a solution?

2. Under what conditions does (5.1.1), (5.1.2) have solutions lying within the interval \([l, u]\), where \( l, u \) are known to be (respectively) the lower and upper solutions to the IVP (5.1.1), (5.1.2)?

3. Under what conditions do \( l \) and \( u \) approximate solutions to (5.1.1), (5.1.2) with an error estimate on the \( i \)–th approximation?

Our results show that given \( u, l \) the upper and lower solutions to the IVP (5.1.1), (5.1.2) the IVP has at least one solution which is bounded above by \( u \) and is bounded below by \( l \). We apply our ideas to establish non–negative solutions to (5.1.1), (5.1.2).
5.1.2 Methodology and organisation

Our results in this chapter use the method of lower and upper solutions. The motivation for using upper and lower solutions in our results was developed due to the wide use of this method to establish existence results for a variety of first and second order initial and boundary value problems, see [?], [?], [?], [?], [?], [?], [?], [?], [?], and the references therein. We use this method to determine: existence of solutions to the IVP (5.1.1), (5.1.2); and establishing successive approximations converging to a solution of the above IVP.

This chapter is organised in the following manner. In Section 5.2, we define lower and upper solutions to the dynamic IVP (5.1.1), (5.1.2) and establish the existence and uniqueness of solutions to (5.1.1), (5.1.2) within the lower and upper solutions to (5.1.1), (5.1.2).

In Section 5.3, we show that \( l(t), u(t) \) are zero approximations to solutions of (5.1.1), (5.1.2) established in Section 5.2, for all \( t \in [0, a]T \). We also prove that an upper bound exists on the error of the \( i \)-th approximation on \([0, a]T\) which approaches to zero for a unique solution.

5.2 Existence results

We prove that the dynamic IVP (5.1.1), (5.1.2) has a solution on \([0, a]T\) that lies within the interval \([l, u]\), where \( l(t), u(t) \) act respectively as lower and upper solutions to (5.1.1), (5.1.2) for all \( t \in [0, a]T \), using Schauder’s fixed point theorem.

We begin with some preliminary ideas that will be used to prove the main results.

**Definition 5.2.1 Lower and upper solutions**

*Let* \( l, u \) *be nabla differentiable functions on* \([0, a]_{κ,T}\). *We call* \( l \) *a lower solution to* (5.1.1), (5.1.2) *on* \([0, a]T\) *if*

\[
l^\nabla(t) \leq f(t, l(t)), \text{ for all } t \in [0, a]_{κ,T}; \tag{5.2.1}
\]

\[
l(0) = 0. \tag{5.2.2}
\]

*Similarly, we call* \( u \) *an upper solution to* (5.1.1), (5.1.2) *on* \([0, a]T\) *if*

\[
u^\nabla(t) \geq f(t, u(t)), \text{ for all } t \in [0, a]_{κ,T}; \tag{5.2.3}
\]

\[
u(0) = 0. \tag{5.2.4}
\]
Definition 5.2.2 Let \( D \subseteq \mathbb{R} \). A solution of (5.1.1), (5.1.2) is a function \( x : [0, a] \to \mathbb{R} \) such that: the points \((t, x(t)) \in [0, a] \times D\); \( x(t) \) is nabla differentiable with \( x(t) = f(t, x(t)) \) for each \( t \in [0, a] \); and \( x(0) = 0 \).

□

All ld–continuous functions are nabla integrable [?]. The following lemma establishes equivalence of the IVP (5.1.1), (5.1.2) as nabla integral equations. The result is nabla–equivalent of Lemma 2.1.3 for the ‘delta’ case. Therefore, the proof is omitted.

Lemma 5.2.3 Let \( D \subseteq \mathbb{R} \). Consider the dynamic IVP (5.1.1), (5.1.2). Let \( f : [0, a] \times D \to \mathbb{R} \) be a left–Hilger–continuous function. Then a function \( x \) solves (5.1.1), (5.1.2) if and only if it satisfies the nabla integral equation

\[
x(t) = \int_0^t f(s, x(s)) \nabla s, \quad \text{for all } t \in [0, a].
\]

□

The following definition and the next two theorems are the keys to our proof for the existence of solutions to (5.1.1), (5.1.2).

Definition 5.2.4 [? , p.54] Let \( U, V \) be Banach spaces and \( F : A \subseteq U \to V \). We say \( F \) is compact on \( A \) if:

\begin{itemize}
  \item \( F \) is continuous on \( A \);
  \item for every bounded set \( B \) of \( A \), \( F(B) \) is relatively compact in \( V \).
\end{itemize}

□

The next theorem is another form of the Arzela–Ascoli theorem [?]. Theorem 1.3] stated in Chapter 3, see Theorem 3.6.4. This form is more suitable for our results in this chapter.

Theorem 5.2.5 Arzela–Ascoli theorem on \( \mathbb{T} \)

Let \( D \subseteq C([a, b]; \mathbb{R}) \). Then \( D \) is relatively compact if and only if it is bounded and equicontinuous.
Theorem 5.2.6 Schauder’s fixed point theorem

Let $X$ be a normed linear space and $D$ be a closed, bounded and convex subset of $X$. If $F : D \to D$ is a compact map then $F$ has at least one fixed point.

\[ \square \]

Define an infinite strip

\[ S_\kappa := \{(t, p) : t \in [0, a]_\kappa, \text{ and } -\infty < p < \infty\}. \]

Let $g : S_\kappa \to \mathbb{R}$ be a left–Hilger–continuous function. Our next theorem concerns the existence of solutions to the initial value problem

\[ \begin{align*}
x^\nabla & = g(t, x), \quad \text{for all } t \in [0, a]_\kappa; \\
x(0) & = 0
\end{align*} \tag{5.2.6} \tag{5.2.7} \]

in $S_\kappa$. We prove this result by using Schauder’s fixed point theorem.

**Theorem 5.2.7** Consider the initial value problem (5.2.6), (5.2.7) with $g$ left–Hilger–continuous on $S_\kappa$. If $g$ is uniformly bounded on $S_\kappa$ then (5.2.6), (5.2.7) has at least one solution, $x$, such that the point $(t, x(t))$ lies in the infinite strip

\[ S := \{(t, p) : t \in [0, a]_\kappa, \text{ and } -\infty < p < \infty\}. \]

**Proof:** From Lemma 2.1.3, a solution of (5.2.6), (5.2.7) is given by

\[ x(t) := \int_0^t g(s, x(s)) \nabla s, \quad \text{for all } t \in [0, a]_\kappa. \tag{5.2.8} \]

Since $g$ is uniformly bounded on $S_\kappa$, there exists $M > 0$ such that

\[ |g(t, p)| \leq M, \quad \text{for all } (t, p) \in S_\kappa. \tag{5.2.9} \]

Define $K := Ma$ and consider the Banach space $(C([0, a]_\kappa; \mathbb{R}), | \cdot |_0)$ [?, Lemma 3.3]. Let $D \subset C([0, a]_\kappa; \mathbb{R})$ defined by

\[ D := \{ x \in C([0, a]_\kappa; \mathbb{R}) : |x|_0 \leq K \}. \]

Then $D$ is closed, bounded and convex. We show that a compact map $F : D \to D$ exists and Schauder’s theorem applies.
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Define
\[
[Fx](t) := \int_0^t g(s, x(s)) \, \nabla s, \quad \text{for all } t \in [0, a]_T. \tag{5.2.10}
\]

Note that \( F \) is well defined on \( C([0, a]_T; \mathbb{R}) \) as \( g \) is left–Hilger–continuous on \( S_\kappa \).

We show that \( F : D \to D \) is a compact map. For this, we show that the following properties hold for \( F \):

(i) \( F \) is continuous on \( D \);

(ii) for every bounded subset \( B \) of \( D \), \( F(B) \) is relatively compact in \( C([0, a]_T; \mathbb{R}) \),

and verify Definition 5.2.4.

To show that \( F \) is continuous on \( D \), we define
\[
B_K(0) := \{ p \in \mathbb{R} : |p| \leq K \}.
\]

Note that \( B_K(0) \) is closed and bounded and hence compact in \( \mathbb{R} \). Therefore, \( g \) is bounded and uniformly left–Hilger–continuous on \([0, a]_\kappa \times B_K(0) \). Thus, for a given \( \epsilon_1 > 0 \) there exists a \( \delta_1 = \delta_1(\epsilon_1) \) such that for \((t, x_1), (t, x_2) \in [0, a]_\kappa \times B_K(0) \), we have
\[
|g(t, x_1) - g(t, x_2)| < \epsilon_1 \quad \text{whenever } |x_1 - x_2| < \delta_1. \tag{5.2.11}
\]

Let \( x_i \) be a convergent sequence in \( D \) with \( x_i \to x \) for all \( i \). Then for every \( \delta_1 > 0 \) there exists \( N > 0 \) such that
\[
|x_i - x| < \delta_1, \quad \text{for all } i \geq N.
\]

We show that the sequence \( F_i := Fx_i \) is uniformly convergent in \( \mathbb{R} \). Let \( \epsilon_0 := \epsilon_1 a \).

We note that
\[
|Fx_i -Fx|_0 = \sup_{t \in [0,a]_T} |Fx_i(t) - Fx(t)|
\leq \sup_{t \in [0,a]_T} \left| \int_0^t (g(s, x_i(s)) - g(s, x(s))) \, \nabla s \right|
\leq \sup_{t \in [0,a]_T} \left| \int_0^t |g(s, x_i(s)) - g(s, x(s))| \, \nabla s \right|
< \epsilon_1 a \quad \text{whenever } |x_i - x| < \delta_1
= \epsilon_0,
\]
for all \( i \geq N \). Thus \( F_i \) are uniformly convergent on \( D \) and hence are uniformly continuous on \( D \).

We show that \( F : D \to D \): Note that for all \( x \in D \), we have

\[
|F_x|_0 := \sup_{t \in [0,a]} |F_x(t)|
\]

\[
\leq \sup_{t \in [0,a]} \int_0^t |g(s, x(s))| \, \nabla s \leq Ma
\]

\[
= K. \quad (5.2.12)
\]

Thus, \( F \) is in \( D \).

Next, we show that for every bounded subset \( B \) of \( D \), \( F(B) \) is relatively compact in \( C[0,a]T \) using the Arzela–Ascoli theorem.

Let \( B \) be an arbitrary bounded subset of \( D \). Assume \( x \in B \). Then we note from (5.2.12) that we have \( |F_x|_0 \leq K \) for all \( t \in [0,a] \). Thus \( F \) is uniformly bounded on \( B \).

We also note that for any given \( \epsilon > 0 \) we can define \( \delta := \frac{\epsilon}{M} \) and for \( t_1, t_2 \in [0,a] \), we obtain

\[
|[F_x](t_1) - [F_x](t_2)| = \left| \int_{t_1}^{t_2} g(s, x(s)) \, \nabla s \right|
\]

\[
\leq \left| \int_{t_1}^{t_2} |g(s, x(s))| \, \nabla s \right|
\]

\[
\leq M |t_1 - t_2|
\]

\[
< \epsilon
\]

whenever \( |t_1 - t_2| < \delta \). Hence, \( F \) is equicontinuous. By the Arzela–Ascoli theorem, \( F(B) \) is relatively compact in \( C([a,b]T; \mathbb{R}) \).

From (i) and (ii) above, we note that \( F : D \to D \) is a compact map. We also note that \( F \) satisfies the conditions of Schauder’s theorem and, so, has at least one fixed point in \( D \) given by (5.2.8). Hence, (5.2.6), (5.2.7) has at least one solution, \( x \), such the point \( (t, x(t)) \in S \).

\( \square \)

The above result ensures existence of a solution to (5.2.6), (5.2.7) when the function \( g \) is bounded in an infinite domain \( S_n \) and considers this as a sufficient condition for
the existence of a solution to the above IVP in the infinite domain $S_\kappa$. However, the result does not ensure the existence if the domain is restricted.

In the next result, we strengthen the above condition by restricting the solution to (5.2.6), (5.2.7) within a lower and an upper solution to (5.1.1), (5.1.2). Hence we prove the existence of a solution to (5.1.1), (5.1.2) within the region

$$R_\kappa := \{(t, p) : t \in [0, a]_\kappa, \text{ and } l(t) \leq p \leq u(t)\},$$

where $l, u$ are, respectively, lower and upper solutions to (5.1.1), (5.1.2). To prove this, we define a modified function $g$ in terms of $f$ in (5.1.1) and prove that $g$ is uniformly bounded and use Theorem 5.2.7. We also prove that the solution, $x$, to the IVP (5.2.6), (5.2.7) satisfies $l(t) \leq x(t) \leq u(t)$ for all $t \in [0, a]_\kappa$, so that $x$ must also be a solution to the original unmodified problem (5.1.1), (5.1.2).

**Theorem 5.2.8** Let $f : R_\kappa \to \mathbb{R}$ be a left–Hilger–continuous function. If $l, u$ are, respectively, lower and upper solutions to (5.1.1), (5.1.2), then the IVP (5.1.1), (5.1.2) has at least one solution, $x$, such that $l(t) \leq x(t) \leq u(t)$ for all $t \in [0, a]_\kappa$.

**Proof:** Consider the IVP (5.2.6), (5.2.7), where $g(t, p)$ is defined on $S_\kappa$ such that for all $t \in [0, a]_\kappa$,

$$g(t, p) := \begin{cases} f(t, l(t)) + \frac{l(t) - p}{1 + (l(t) - p)^2}, & \text{when } p < l(t); \\ f(t, p), & \text{when } l(t) \leq p \leq u(t); \\ f(t, u(t)) - \frac{p - u(t)}{1 + (p - u(t))^2}, & \text{when } p > u(t). \end{cases} \quad (5.2.13)$$

We first show that $g$ is left–Hilger–continuous and uniformly bounded on $S_\kappa$ and Theorem 5.2.7 applies.

Note that $f$ is left–Hilger–continuous on the compact region $R_\kappa$ and so it is bounded on $R_\kappa$. Thus, there exists $M_1 > 0$ such that $|f(t, p)| \leq M_1$ for all $(t, p) \in R_\kappa$. We also note that for $l(t) > p \in \mathbb{R}$, we have

$$\left| \frac{l(t) - p}{1 + (l(t) - p)^2} \right| < 1, \quad \text{for all } t \in [0, a]_\kappa,$$

and so

$$f(t, l) + \left| \frac{l(t) - p}{1 + (l(t) - p)^2} \right| < 1 + M_1, \quad \text{for all } t \in [0, a]_\kappa.$$
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Define \( M := 1 + M_1 \). Then from (5.2.13), we obtain

\[
|g(t, p)| \leq M, \quad \text{for all } (t, p) \in S_\kappa. \tag{5.2.14}
\]

Hence \( g \) is uniformly bounded on \( S_\kappa \). In addition, the left–Hilger–continuity of \( f \) on \( R_\kappa \) and the ld–continuity of \( l, u, p \) on \([0, a]_T\) shows that the right hand side of (5.2.13) is left–Hilger–continuous on \( S_\kappa \) and, so, we have \( g \) left–Hilger–continuous on \( S_\kappa \). By Theorem 5.2.7, the modified IVP (5.2.6), (5.2.7) has a solution, \( x \), such that the graph \((t, x(t)) \in S \) for all \( t \in [0, a]_T \).

Next, we prove that \( l(t) \leq x(t) \leq u(t) \) for all \( t \in [0, a]_T \). We split the inequality \( l(t) \leq x(t) \leq u(t) \) into two parts and first show that

\[
l(t) \leq x(t), \quad \text{for all } t \in [0, a]_T, \tag{5.2.15}
\]

using the contradiction method.

Let \( r(t) := l(t) - x(t) \) for all \( t \in [0, a]_T \). Assume there exists a point \( t_1 \in [0, a]_T \) such that \( l(t_1) > x(t_1) \). Note that \( t_1 \neq 0 \) as \( x(0) = 0 = l(0) \) from (5.1.2) and (5.2.2).

Without loss of generality, we may assume that

\[
r(t_1) = \max_{t \in [0, a]_T} r(t) > 0. \tag{5.2.16}
\]

Thus, \( r(t) \) is non–decreasing at \( t = t_1 \) and, so, \( r^\vee(t_1) \geq 0 \).

On the other hand, since \( x(t_1) < l(t_1) \) we note that using (5.2.6), (5.2.13) and (5.2.1), we obtain

\[
0 \leq r^\vee(t_1) = l^\vee(t_1) - x^\vee(t_1)
= l^\vee(t_1) - g(t_1, x(t_1))
= l^\vee(t_1) - f(t_1, l(t_1)) - \frac{l(t_1) - x(t_1)}{1 + (l(t_1) - x(t_1))^2}
< l^\vee(t_1) - f(t_1, l(t_1)) \leq 0,
\]

which is a contradiction. Hence \( l(t) \leq x(t) \) for all \( t \in [0, a]_T \).

It is very similar to show that \( u(t) \geq x(t) \) for all \( t \in [0, a]_T \) as in the above case. We omit the details.
Thus, we have $l(t) \leq x(t) \leq u(t)$ for all $t \in [0, a]_T$. Hence, from (5.2.13), $x(t)$ is a solution to (5.1.1), (5.1.2) for all $t \in [0, a]_T$. This completes the proof.

□

The following example illustrates the above theorem.

**Example 5.2.9** Consider the Riccati initial value problem

\[
x^\nabla (t) = f(t, x) := x^2 - t, \quad \text{for all } t \in [0, 1]_{\kappa, T};
\]

\[
x(0) = 0.
\]

We claim that there exists at least one solution, $x$, to the above IVP such that $-t \leq x(t) \leq t$ for all $t \in [0, 1]_T$.

**Proof:** We note that the right hand side of (5.2.17) is a composition of a continuous function $t$ and a continuous function $x^2$ and hence, is continuous on $[0, 1]_T \times \mathbb{R}$. So our $f$ is left–Hilger–continuous on $[0, 1]_{\kappa, T} \times \mathbb{R}$.

Let us define

\[
l(t) := -t, \quad \text{for all } t \in [0, 1]_T.
\]

Then we note that $l(0) = 0$ and $l^\nabla (t) = -1$ for all $t \in [0, 1]_T$. We further note that for all $t \in [0, \rho(1)]_T$, we have

\[
f(t, l(t)) = t^2 - t \\
\geq -1 \\
= l^\nabla (t).
\]

Thus, our $l$ satisfies (5.2.1), (5.2.2) and is a lower solution to (5.2.17), (5.2.18).

In a similar way, the function $u(t) := t$ is an upper solution to (5.2.17), (5.2.18) for all $t \in [0, 1]_T$.

By Theorem 5.2.8, there is at least one solution, $x$, to (5.2.17), (5.2.18) such that $-t \leq x(t) \leq t$ for all $t \in [0, 1]_T$.

□

Our next result gives a sufficient condition for uniqueness of solution to (5.1.1), (5.1.2). We show that the solution, $x$, of the above IVP established in Theorem 5.2.8 is the only solution satisfying $l(t) \leq x(t) \leq u(t)$ for all $t \in [0, a]_T$. 
Theorem 5.2.10 Let $f$ be left–Hilger–continuous on $R_\kappa$. Assume $l, u$ are, respectively, lower and upper solutions of \((5.1.1), (5.1.2)\). If there exists $L > 0$ such that $f$ satisfies

$$|f(t, p) - f(t, q)| \leq L|p - q|, \quad \text{for all } (t, p), (t, q) \in R_\kappa,$$

then the solution $x$ of \((5.1.1), (5.1.2)\) brought forward under the conditions of Theorem 5.2.8 is the unique solution satisfying $l(t) \leq x(t) \leq u(t)$ for all $t \in [0, a[T]$.  

Proof: Let $x, y$ be two solutions to \((5.1.1), (5.1.2)\). Then, using (5.2.5), we obtain for all $t \in [0, a[T]$,

$$|x(t) - y(t)| \leq \int_0^t |f(s, x(s)) - f(s, y(s))| \nabla s \leq L \int_0^t |x(s) - y(s)| \nabla s,$$

where we employed (5.2.19) in the last step.

Define

$$r(t) := |x(t) - y(t)|, \quad \text{for all } t \in [0, a[T].$$

Note that, $L > 0$ and so $L \in \mathcal{L}^+[?, \text{p.225}].$ Applying Gronwall’s inequality concerning nabla derivatives $[?, \text{Theorem 2.7}]$ (taking $f(t) = 0$ and $p(t) = L$) to (5.2.20), we obtain

$$r(t) \leq 0, \quad \text{for all } t \in [0, a[T].$$

But $r(t) = |x(t) - y(t)|$ and so, is non–negative for all $t \in [0, a[T].$ Thus, $x(t) = y(t)$ for all $t \in [0, a[T].$

□

The next theorem is nabla equivalent of Theorem 2.2.2 for a scalar function $f$ and provides a sufficient condition for $f$ to satisfy (5.2.19). The proof is, therefore, omitted.

Theorem 5.2.11 Let $b > 0$. Consider a function $f$ defined on a rectangle of the type

$$R^c := \{(t, p) \in \mathbb{T}_\kappa \times \mathbb{R} : t \in [0, a_\kappa[T], |p| \leq b\},$$
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or on an infinite strip of the type
\[ S_\kappa := \{(t,p) \in T_\kappa \times \mathbb{R} : t \in [0,a]_{\kappa,T}, \ |p| < \infty \}. \tag{5.2.22} \]

If \( \frac{\partial f(t,p)}{\partial p_i} \) exists for all \( i = 1,2,\cdots \), and is continuous on \( R_\kappa \) (or \( S_\kappa \)), and there is a constant \( K > 0 \) such that for all \( (t,p) \in R_\kappa \) (or \( S_\kappa \)), we have
\[
\left\| \frac{\partial f(t,p)}{\partial p_i} \right\| \leq K, \quad \text{for all } i = 1,2,\cdots, \tag{5.2.23}
\]
then \( f \) satisfies a Lipschitz condition on \( R_\kappa \) (or \( S_\kappa \)) with Lipschitz constant \( K = L \). □

The following example illustrates Theorem 5.2.10 using Theorem 5.2.11.

**Example 5.2.12** Consider (5.2.17), (5.2.18). We claim that \( x \) is the unique solution of (5.2.17), (5.2.18) such that \(-t \leq x(t) \leq t \) for all \( t \in [0,1]_T \).

**Proof.** We note from (5.2.17) that \( f(t,p) = p^2 - t \) for all \( t \in [0,1]_{\kappa,T} \). Thus, for all \( t \in [0,1]_{\kappa,T} \), we can write
\[
\left| \frac{\partial f}{\partial p} \right| = |2p| \leq 2.
\]
Thus, \( f \) has bounded partial derivatives in \( [0,1]_{\kappa,T} \times [-t,t] \) and, by Theorem 5.2.11, satisfies (5.2.19) with \( L = 2 \). Therefore, the solution \( x \) of (5.2.17), (5.2.18) established in Example 5.2.9 is unique by Theorem 5.2.10. □

The next corollary establishes existence of a unique, non–negative and bounded solution of the IVP (5.1.1), (5.1.2) on \([0,a]_T\).

**Corollary 5.2.13** Let \( f : R_\kappa \rightarrow \mathbb{R} \) be a left–Hilger–continuous function satisfying (5.2.19). Let \( l,u \) be lower and upper solutions to (5.1.1), (5.1.2). If \( l(t) = 0 \) for all \( t \in [0,a]_T \), then the IVP (5.1.1), (5.1.2) has a unique, bounded and non–negative solution, \( x(t) \), for all \( t \in [0,a]_T \).

**Proof:** The proof follows from Theorem 5.2.10, as \( 0 \leq x(t) \leq u(t) \) for all \( t \in [0,a]_T \).

The following example illustrates the above corollary.
Example 5.2.14 Consider the dynamic initial value problem

\[ \dot{x}(t) = f(t, x) := \rho(t) + x^3, \quad \text{for all } t \in [0, 1]_{\kappa,T}; \]  
\[ x(0) = 0. \]  

We claim that the above IVP has a unique solution \( x \) such that \( 0 \leq x(t) \leq 1 \) for all \( t \in [0, 1]_{\kappa,T} \).

**Proof:** Note that \( f(t, p) = \rho(t) + p^3 \) for all \( (t, p) \in [0, 1]_{\kappa,T} \times \mathbb{R} \). Since \( \rho(t) \) and \( p^3 \) are everywhere ld–continuous functions and so is their composition, our \( f \) is left–Hilger–continuous on \( [0, 1]_{\kappa,T} \times \mathbb{R} \). We define

\[ l(t) := 0, \quad \text{and} \quad u(t) := t^2, \quad \text{for all } t \in [0, 1]_{\kappa,T}. \]

Then we note that \( l(t) \leq u(t) \) for all \( t \in [0, a]_{\kappa,T} \) with \( l(0) = 0 = u(0) \).

It is evident that \( l \) satisfies (5.2.1) and so, is a lower solution to (5.2.24), (5.2.25). We also note that, for all \( t \in [0, 1]_{\kappa,T} \)

\[ f(t, u(t)) = \rho(t) + t^6 \leq \rho(t) + t = u^\nabla(t). \]

Thus, our \( u \) satisfies (5.2.3) and is an upper solution to (5.2.24), (5.2.25). By Theorem 5.2.8, there exists a solution, \( x \), to (5.2.24), (5.2.25) such that \( 0 \leq x(t) \leq t^2 \leq 1 \), for all \( t \in [0, 1]_{\kappa,T} \).

Moreover, for all \( t \in [0, 1]_{\kappa,T} \), we have

\[ \left| \frac{\partial f}{\partial p} \right| = |3p^2| \leq 3t^4 \leq 3. \]

Thus, \( f \) has bounded partial derivatives in \( [0, 1]_{\kappa,T} \times [0, 1] \) and satisfies (5.2.19) for \( L = 3 \) by Theorem 5.2.11. From Corollary 5.2.13, \( x \) is the unique solution to (5.2.24), (5.2.25) such that \( 0 \leq x(t) \leq 1 \) for all \( t \in [0, 1]_{\kappa,T} \).
5.3 Approximation results

In this section, we establish conditions under which lower and upper solutions to (5.1.1), (5.1.2) approximate the existing solutions of (5.1.1), (5.1.2). We also establish error estimates on the \(i\)th approximation.

Let \(f : \mathbb{R} \to \mathbb{R}\) be left–Hilger–continuous. Define \(F : C([0,a]_\mathbb{T}; \mathbb{R}) \to C([0,a]_\mathbb{T}; \mathbb{R})\) by

\[
[Fp](t) = \int_0^t f(s, p(s)) \, \nabla s, \quad \text{for all } t \in [0,a]_\mathbb{T}.
\]

Then \(F\) is well–defined on \(C([0,a]_\mathbb{T}; \mathbb{R})\). Under the conditions of Theorem 5.2.8, a fixed point \(x\) of \(F\) will be a solution to (5.1.1), (5.1.2) such that \(l(t) \leq x(t) \leq u(t)\) for all \(t \in [0,a]_\mathbb{T}\), where \(l, u\) are, respectively, lower and upper solutions of (5.1.1), (5.1.2).

Consider an iterative scheme defined as

\[
[F^0p](t) := [Fp](t) = \int_0^t f(s, p(s)) \, \nabla s, \quad \text{for all } t \in [0,a]_\mathbb{T}; \quad (5.3.1)
\]

\[
F^i := F[F^{i-1}], \quad \text{for all } i \geq 1. \quad (5.3.2)
\]

It had been shown in [?, pp.78-79] that, in general, the continuity of a function \(f\) alone is not sufficient for a sequence or subsequences of successive approximations to converge to a solution on a compact rectangle. In our next result, we show that the successive approximations defined in (5.3.1), (5.3.2) provide a sequence of functions that converge to a solution to (5.1.1), (5.1.2).

We assume \(f\) to be non–decreasing on \(\mathbb{R}\) and prove that if \(x\) is a solution to (5.1.1), (5.1.2) such that \(l(t) \leq x(t) \leq u(t)\) for all \(t \in [0,a]_\mathbb{T}\), then \(l(t)\) and \(u(t)\) approximate \(x(t)\) for all \(t \in [0,a]_\mathbb{T}\). We also show that an upper bound on the error of the \(i\)th approximation will be \([F^i u](t) - [F^i l](t)\) for all \(t \in [0,a]_\mathbb{T}\).

The next definition describes zero approximation to the solution of (5.1.1), (5.1.2) (see [?, p.724] for the ODE case).

**Definition 5.3.1** Let \(x\) be a solution to (5.1.1), (5.1.2) and \(y : \mathbb{T} \to \mathbb{R}\) be a left–continuous function. We call \(y(t)\) a zero approximation to \(x(t)\) for all \(t \in [0,a]_\mathbb{T}\) if, \(\{F^i y\}\) converge uniformly to \(x\) on \([0,a]_\mathbb{T}\).
Theorem 5.3.2 Let \( f : R_\kappa \rightarrow \mathbb{R} \) be left–Hilger–continuous and \( l, u \) are lower and upper solutions to (5.1.1), (5.1.2). If \( f \) is non–decreasing in the second variable on \( R_\kappa \), that is, for \( p \leq q \), we have

\[
 f(t,p) \leq f(t,q), \quad \text{for all } (t,p), (t,q) \in R_\kappa; \tag{5.3.3}
\]

then \( l(t) \) and \( u(t) \) will be the zero approximations to a solution \( x \) of (5.1.1), (5.1.2) for all \( t \in [0, a]_T \).

Moreover, for \( m, n \geq 0 \), the sequence \( \{F^i\}_i \) given by (5.3.1), (5.3.2) satisfies

\[
 [F^m l](t) \leq [F^{m+1} l](t) \leq [F^{n+1} u](t) \leq [F^n u](t), \quad \text{for all } t \in [0, a]_T. \tag{5.3.4}
\]

Proof: We show that \( l(t), u(t) \) satisfy Definition 5.3.1 and (5.3.4) holds for all \( t \in [0, a]_T \).

We note from (5.3.1) that for \( p = u \), we obtain for all \( t \in [0, a]_\kappa, T \)

\[
 [F^0 u](t) = \int_0^t f(s,u(s)) \ominus s \\
 \leq \int_0^t u\ominus(s) \ominus s \\
 = u(t). \tag{5.3.5}
\]

Similarly, for \( p = l \), we obtain

\[
 l(t) \leq [F^0 l](t) \quad \text{for all } t \in [0, a]_T. \tag{5.3.6}
\]

Since \( f \) is non–decreasing in the second argument and is left–Hilger–continuous on \( R_\kappa \), it follows from (5.3.6), (5.3.3) and (5.3.1) that, for all \( t \in [0, a]_T \)

\[
 [F^0 l](t) = [F^1 l](t) = \int_0^t f(s,l(s)) \ominus s \\
 \leq \int_0^t f(s,[F^0 l](s)) \ominus s \\
 = [F^1 l](t). \tag{5.3.7}
\]

Proceeding in this way, we obtain

\[
 [F^0 l](t) \leq [F^1 l](t) \leq [F^2 l](t) \leq [F^3 l](t) \leq \cdots, \quad \text{for all } t \in [0, a]_T. \tag{5.3.8}
\]

Note that, the sequence \( \{F^i l\} \) is non–decreasing.
In a similar way, using (5.3.3), (5.3.1) and (5.3.5), we obtain
\[
[Fu](t) \geq [F^1u](t) \geq [F^2u](t) \geq \cdots, \quad \text{for all } t \in [0,a]_T. \tag{5.3.9}
\]
Now since \( l(t) \leq u(t) \) for all \( t \in [0,a]_\kappa \), we can write using (5.3.8) and (5.3.9) that for all \( t \in [0,a]_T \)
\[
[F^n l](t) \leq [F^{n+1}l](t) \leq [F^{n+1}u](t) \leq [F^n u](t). \tag{5.3.10}
\]
We further note that
\[
[Fl](0) = 0 = [Fu](0). \tag{5.3.11}
\]
We show that the sequence \( \{F^i l\} \) converges uniformly to the fixed point \( x \) (\( x(0) = 0 \)).

Define
\[
r(t) := [Fu](t) - [Fl](t), \quad \text{for all } t \in [0,a]_T.
\]
Note that, \( r(t) \geq 0 \) for all \( t \in [0,a]_T \). Since \( f \) is non-decreasing in the second argument on \( R_\kappa \), it follows from (5.3.1) that
\[
r^\nabla(t) = f(t, u(t)) - f(t, l(t)) \geq 0, \quad \text{for all } t \in [0,a]_T.
\]
It is clear from (5.3.10) that for \( n > m \geq 0 \), we have
\[
[F^m l](t) \leq [F^n l](t) \leq [F^n u](t),
\]
and for \( n < m \), we have
\[
[F^m l](t) \leq [F^m u](t) \leq [F^n u](t).
\]
Hence for any \( m, n \geq 0 \), we have the inequality
\[
[F^m l](t) \leq [F^{m+1}l](t) \leq [F^{m+1}u](t) \leq [F^m u](t), \text{ for all } t \in [0,a]_T.
\]
The boundedness and equicontinuity of each \( F^i l \) can be established in the same way as in Theorem 5.2.7.

Hence, as \( i \to \infty \), \( F^i l \) converges uniformly on \( [0,a]_T \) to a fixed point \( x \). Similarly, \( \{F^i u\} \) converges uniformly on \( [0,a]_T \) to a fixed point \( x \). Thus \( l(t) \) and \( u(t) \) are zero.
approximations to \( x(t) \) with \( r^i(t) := [F^i u](t) - [F^i l](t) \) as an upper bound on the error of the \( i \)-th approximation for all \( t \in [0, a_T] \).

If the solution is unique, then \( r^i(t) \to 0 \) for all \( i \geq 1 \) for all \( t \in [0, a_T] \). This completes the proof.

\[ \square \]

**Example 5.3.3** Consider the dynamic IVP

\[
x \nabla(t) = f(t, x) := x^3 - t, \quad \text{for all } t \in [0, 1]_{\kappa, T}; \tag{5.3.12}
\]

\[
x(0) = 0. \tag{5.3.13}
\]

We claim that \( l(t) = -t \) and \( u(t) = t \) are zero approximations for (5.2.17), (5.2.18) for all \( t \in [0, 1]_T \). Moreover, for all \( t \in [0, 1]_T \), the sequence \( F^i \) given by

\[
F^0(t) := [Fx](t) = \int_0^t (x^3 - s) \nabla s
\]

\[
F^i := F[F^{i-1}], \quad \text{for all } i \geq 1.
\]

satisfies (5.3.4) for any \( m, n \geq 0 \).

**Proof** We note that \( f(t, p) = p^3 - t \) for all \( (t, p) \in [0, 1]_{\kappa, T} \times \mathbb{R} \). Since \( t \) and \( p^3 \) are everywhere ld–continuous functions and so is their composition, our \( f \) is left–Hilger–continuous on \([0, 1]_{\kappa, T} \times \mathbb{R} \). We further note that \( l(0) = 0 = u(0) \) and for all \( t \in [0, 1]_{\kappa, T} \)

\[
f(t, l(t)) = -t(t^2 + 1)
\]

\[
\geq -1
\]

\[
= l \nabla(t).
\]

Thus, \( l \) satisfies (5.2.1) and so, is a lower solution to (5.3.12), (5.3.13). In a similar way, we have \( u \) satisfying (5.2.3) and so, is an upper solution to (5.3.12), (5.3.13). By Theorem 5.2.8, there exists a solution, \( x \), to (5.3.12), (5.3.13) such that \(-t \leq x(t) \leq t\), for all \( t \in [0, 1]_T \).

Next, we note that for \( p \leq q \), we have

\[
f(t, p) = p^3 - t \leq q^3 - t = f(t, q), \quad \text{for all } (t, p), (t, q) \in [0, 1]_{\kappa, T} \times [-t, t].
\]

131
Thus, $f$ is non-decreasing with respect to the second argument on $[0, 1] \times [−t, t]$ and so, by Theorem 5.3.2, the functions $−t$ and $t$ are zero approximations to the solution $x$ of (5.2.17), (5.2.18). We further note that for $x = l$, we have for all $t \in [0, 1]$

$$[Fl](t) = \int_0^t −(s^3 + s) \nabla s \geq −t = l(t)$$

This leads to (5.3.7) and then to (5.3.8). We obtain (5.3.9) in a similar way. Thus, (5.3.4) holds for any $m, n \geq 0$. 

□
Chapter 6

Some explicit solutions

6.1 Introduction

In this chapter, we present some techniques for extracting explicit solutions for various types of first order non–linear dynamic initial value problems. We do this by developing the separation of variables approach and extracting solutions by substitution. The separation of variables for dynamic equations on time scales is developed with the help of the chain rule defined in Theorem A.3.11.

Consider a point \( t_0 \in T \) where \( T \) is an arbitrary time scale and fix \( x_0 \in \mathbb{R} \). Assume \( x \) is delta differentiable on \( T^\kappa \) and \( f : T^\kappa \times \mathbb{R} \rightarrow \mathbb{R} \) is a right–Hilger–continuous function.

We consider the first order scalar dynamic equations of the types

\[
x^\Delta = f(t, x), \tag{6.1.1}
\]

\[
x^\Delta = f(t, x^\sigma), \tag{6.1.2}
\]

\[
x^\Delta = f(t, x, x^\sigma), \tag{6.1.3}
\]

for all \( t \in T^\kappa \), subject to an initial condition \( x(t_0) = x_0 \).

To obtain explicit solutions for dynamic initial value problems of the above types, we manipulate ideas from ordinary differential equations into the time scale setting.

This chapter is organised in the following manner.

In Section 6.2, we introduce separation of variables approach in the time scale setting. We do this using the chain rule defined in Theorem A.3.11 for the generalised dynamic equation (6.1.3). The method involves splitting the right hand side
of (6.1.3) into a quotient of a function of \( t \) and a function of \( x, x^{\sigma} \) under certain conditions. The resultant equation comes out to be a separable equation. Examples including various types of dynamic IVPs solved using the separation of variables method have been provided.

Section 6.3 includes solutions by substitution manipulating ideas from ordinary differential equations and transforming them into the time scale setting. Examples are provided to reinforce the results.

### 6.2 The separation of variable approach

In this section, we give the definition of a separable dynamic equation and methods for its solution. The chain rule given by (A.3.7) will be the key tool to separate the variables in dynamic equations on time scales.

The following definition and result has been published in [?], p.3521.

Let \( \mathbb{T} \) be any arbitrary time scale and \( f : \mathbb{T}^{\kappa} \times \mathbb{R}^{2} \to \mathbb{R} \) be right–Hilger–continuous. If we can split the right hand side of (6.1.3) as a quotient of a rd–continuous function \( g(t) \) and a continuous function \( h(x, x^{\sigma}) \) then we can define (6.1.3) as a separable equation as follows.

**Definition 6.2.1** Let \( g : \mathbb{T} \to \mathbb{R} \) be rd–continuous and \( h : \mathbb{R}^{2} \to \mathbb{R} \) be a continuous function. An equation of the form (6.1.3) will be called separable if we can write

\[
x^{\Delta} = f(t, x, x^{\sigma}) = \frac{g(t)}{h(x, x^{\sigma})}, \quad \text{for all } t \in \mathbb{T}^{\kappa}.
\]

The next theorem provides a method to solve an equation of the form (6.2.1) with the help of the chain rule in Theorem A.3.7.

\[
\square
\]

**Theorem 6.2.2** Consider the initial value problem

\[
x^{\Delta} = f(t, x, x^{\sigma}) = \frac{g(t)}{h(x, x^{\sigma})}, \quad \text{for all } t \in \mathbb{T}^{\kappa};
\]

\[
x(t_{0}) = x_{0}.
\]

If there exists a continuously differentiable real valued function \( H \), such that

\[
\int_{0}^{1} H'[x + k(x^{\sigma} - x)] \, dk = h(x, x^{\sigma}), \quad \text{for all } t \in \mathbb{T},
\]
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then, the IVP (6.2.2), (6.2.3) has an implicit solution, given by

\[ H(x(t)) = \int_{t_0}^{t} g(s) \Delta s + H(x_0), \quad \text{for all } t \in \mathbb{T}. \]  \hspace{1cm} (6.2.5)

The solution can be explicitly obtained if \( H \) is globally one-to-one.

**Proof:** Consider (6.2.2). We separate the variables and obtain

\[ h(x(t), x^{\sigma}(t)) x^{\Delta}(t) = g(t), \quad \text{for all } t \in \mathbb{T}. \]  \hspace{1cm} (6.2.6)

Using (6.2.4), we replace \( h \) in the above expression and write

\[ \int_0^1 H'[x(t) + k(x^{\sigma}(t) - x(t))] \, dk \cdot x^{\Delta}(t) = g(t), \quad \text{for all } t \in \mathbb{T}, \]  \hspace{1cm} (6.2.7)

which yields

\[ \int_0^1 H'[x(t) + k\mu(t)] \, dk \cdot x^{\Delta}(t) = g(t), \quad \text{for all } t \in \mathbb{T}. \]

By the chain rule (A.3.7) we obtain

\[ [H(x(t))]^{\Delta} = g(t), \quad \text{for all } t \in \mathbb{T}. \]

Finally, taking the delta integral of both sides in the above expression and incorporating (6.2.3) we obtain (6.2.5).

\[ \square \]

The above result is illustrated by the following examples.

**Example 6.2.3** Let \( \alpha \) be a positive constant. Then \( \alpha \in \mathbb{R}^+ \), see (A.6.2).

Consider the dynamic IVP

\[ x^{\Delta} = \frac{\sin_\alpha(t, 0)}{x^2 + xx^{\sigma} + (x^{\sigma})^2}, \quad \text{for all } t \in \mathbb{T}; \]  \hspace{1cm} (6.2.8)

\[ x(0) = 1. \]  \hspace{1cm} (6.2.9)

We claim that this IVP is separable and has solution

\[ x(t) = \left[ \frac{1}{\alpha} (\cos_\alpha(t, 0) - 1) + 1 \right]^{1/3}, \quad \text{for all } t \in \mathbb{T}. \]  \hspace{1cm} (6.2.10)
Consider
\[ g(t) := \sin(\alpha(t,0)), \quad \text{and} \quad h(v, v') = v^2 + vv' + (v')^2. \]
Then, by assumption, our \( g \) and \( h \) are well defined. Choose
\[ H(v) = v^3, \quad \text{and so} \quad H'(v) = 3v^2. \]
We note that
\[
\int_0^1 H'[x + k(x' - x)] \, dk = \int_0^1 3[x + k(x' - x)]^2 \, dk
= 3 \left[ x^2 + x(x' - x) + \frac{1}{3}(x' - x)^2 \right]
= (x')^2 + xx' + x^2
= h(x, x').
\]
Hence, the given dynamic IVP is separable and, by Theorem 6.2.2, has solution given by (6.2.5). Thus, for all \( t \in \mathbb{T} \), we obtain
\[
H(x(t)) = (x(t))^3 = \int_0^t \sin(\alpha(s,0)) \Delta s + 1
= -\frac{1}{\alpha} (\cos(\alpha(t,0)) - 1) + 1.
\]
Since \( x^3 \) is one–to–one, the above equation yields (6.2.10).

**Example 6.2.4** Let \( p \in \mathcal{R}^+ \). Consider the dynamic IVP
\[
x^\Delta = \frac{e_p(t,0)}{x + x'}, \quad \text{for all} \quad t \in [0, \infty)_{\mathbb{T}}; \quad x(0) = 1.
\]
We claim that this IVP is separable and has solution, \( x \), given by
\[
(x(t))^2 = \frac{1}{p} (e_p(t,0) - 1) + 1, \quad \text{for all} \quad t \in [0, \infty)_{\mathbb{T}}. \tag{6.2.11}
\]
**Proof:** Define \( H(v) = v^2 \). Then, we have \( H'(v) = 2v = h(v) \), for all \( v \). We also note that
\[
\int_0^1 H'[x + k(x' - x)] \, dk = \int_0^1 2[x + k(x' - x)] \, dk
= x + x'
= h(x, x').
\]
Hence, the given dynamic IVP is separable and, by Theorem 6.2.2, has solution given by (6.2.5). Thus, for all \( t \in [0, \infty)_T \), we have
\[
H(x(t)) = x^2(t) = \int_0^t e_p(s, 0) \Delta s + 1, \quad \text{for all } t \in [0, \infty)_T.
\]
This gives
\[
(x(t))^2 = \frac{1}{p}(e_p(t, 0) - 1) + 1, \quad \text{for all } t \in [0, \infty)_T.
\]

\[\square\]

### 6.3 Solution by substitution

In this section, we solve some dynamic equations by reducing them to linear equations by appropriate substitutions. The following theorem provides a generalised method to solve a dynamic equation by substitution. A special case is followed thereafter.

**Theorem 6.3.1** Let \( p \in \mathbb{R} \). Let \( x : T^\kappa \rightarrow \mathbb{R} \) be delta differentiable and \( g : \mathbb{R} \rightarrow \mathbb{R} \) be continuously differentiable. If \( f : T \rightarrow \mathbb{R} \) is rd–continuous, then a dynamic equation of any of the forms
\[
\left\{ \int_0^1 g'[x + k\mu(t)x^\Delta] \, dk \right\} x^\Delta + p(t)g(x) = f(t), \quad \text{for all } t \in T^\kappa; \tag{6.3.1}
\]
\[
\left\{ \int_0^1 g'[x + k\mu(t)x^\Delta] \, dk \right\} x^\Delta + p(t)g(x^\sigma) = f(t), \quad \text{for all } t \in T^\kappa. \tag{6.3.2}
\]
can be solved as a linear dynamic equation.

**Proof:** From the chain rule, we note that the delta derivative of the composition function \( g(x) \) can be obtained as
\[
[g(x(t))]^\Delta = (g \circ x)^\Delta(t) = x^\Delta(t) \int_0^1 g'[x(t) + k\mu(t)x^\Delta(t)] \, dk, \quad \text{for all } t \in T^\kappa.
\]
Thus, the above dynamic equations (6.3.1) and (6.3.2) can be written as
\[
[g(x)]^\Delta + p(t)g(x) = f(t), \quad \text{for all } t \in T^\kappa; \tag{6.3.3}
\]
and
\[
[g(x)]^\Delta + p(t)g(x^\sigma) = f(t), \quad \text{for all } t \in T^\kappa. \tag{6.3.4}
\]
If we substitute \( u = g(x) \) above, then these equations would result in linear equations in \( u \) of the form

\[
\Delta u + p(t)u = f(t), \quad \text{for all } t \in \mathbb{T}^\kappa
\]

or

\[
\left. \Delta u + p(t)u^\sigma = f(t) \right\}, \quad \text{for all } t \in \mathbb{T}^\kappa.
\]

The above equations are linear by Definition A.7.5 and can be solved using (A.7.14) and (A.7.15).

A backward substitution into (6.3.3) (or (6.3.4)) would yield the solution of (6.3.1) (or (6.3.2)).

□

The following corollary is a special case of Theorem 6.3.1.

**Corollary 6.3.2** Let \( p \in \mathcal{R} \). Let \( x : \mathbb{T}^\kappa \rightarrow \mathbb{R} \) be delta differentiable and \( g : \mathbb{R} \rightarrow \mathbb{R} \) be continuously differentiable. If \( f : \mathbb{T} \rightarrow \mathbb{R} \) is rd–continuous, then a dynamic equation of the form

\[
\left\{ \sum_{k=0}^{n-1} x^k(x^\sigma)^{n-1-k} \right\} \Delta x + p(t)x^n = f(t), \quad \text{for all } t \in \mathbb{T}^\kappa
\]

(6.3.5)

can be solved as a linear dynamic equation.

**Proof:** Note that, for all \( n = 1, 2, \cdots \), we obtain from [?, p.337]

\[
(x^n)^\Delta = x^\Delta \sum_{k=0}^{n-1} x^k(x^\sigma)^{n-1-k}.
\]

Thus, (6.3.5) would take the form

\[
(x^n)^\Delta + p(t)x^n = f(t), \quad \text{for all } t \in \mathbb{T}^\kappa.
\]

(6.3.6)

A substitution \( u = x^n \) in the above equation would then result in a linear equation in \( u \) and can be solved using (A.7.14). A backward substitution into (6.3.6) would yield a solution for \( x \). In this way, any dynamic equation of the form (6.3.5) can be solved by the above substitution.

□
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Example 6.3.3 Consider the initial value problem

\[ x^\Delta = \frac{2x^2 + t}{x + x^\sigma}, \quad \text{for all } t \in \mathbb{T}^\kappa; \]  
\[ x(0) = 1. \]  

We claim that the above system has an implicit solution

\[ (x(t))^2 = \frac{5}{4} e_2(t, 0) - \frac{t}{2} - \frac{1}{4}, \quad \text{for all } t \in \mathbb{T}. \]  

**Proof:** We note that (6.3.7) can be written as

\[(x + x^\sigma)x^\Delta = 2x^2 + t, \quad \text{for all } t \in \mathbb{T}^\kappa,
\]

which can further be reduced to

\[(x^2)^\Delta - 2x^2 = t, \quad \text{for all } t \in \mathbb{T}^\kappa.
\]

Using Corollary 6.3.2, we substitute \( x^2 = u \) and note that (6.3.7), (6.3.8) takes the form

\[ u^\Delta = 2u + t, \quad \text{for all } t \in \mathbb{T}^\kappa \]  
\[ u(0) = 1. \]  

From (A.7.10) we note that (6.3.10) is linear. Since \( 1 + 2\mu > 0 \), we have \( 2 \in \mathbb{R}^+ \). Thus, the solution of the IVP (6.3.10), (6.3.11) will be given by (A.7.14) as

\[ u(t) = e_2(t, 0) + \int_0^t s e_2(t, \sigma(s)) \Delta s. \]

We further note that using Theorem A.6.4(8), the above solution can be simplified, for all \( t \in \mathbb{T} \), as follows.

\[ u(t) = e_2(t, 0) + \int_0^t s e_2^\sigma(t, s) \Delta s \]
\[ = e_2(t, 0) - \frac{1}{2} \int_0^t s \left[ \frac{-2}{e_2(s, t)} \right]^\Delta \Delta s \]
\[ = e_2(t, 0) - \frac{1}{2} \left[ \frac{t}{e_2(t, t)} - 0 - \int_0^t \frac{1}{e_2^\sigma(s, t)} \Delta s \right]. \]
where we used (A.5.4) in the last step. This yields, for all $t \in \mathbb{T}$

$$u(t) = e_2(t, 0) - \frac{1}{2} \left[ t + \frac{1}{2} \int_0^t -2 e_s^2(s, t) \, ds \right]$$

$$= e_2(t, 0) - \frac{1}{2} \left[ t + \frac{1}{2} \left( \frac{1}{e_2(t, t)} - \frac{1}{e_2(0, t)} \right) \right]$$

$$= e_2(t, 0) - \frac{t}{2} - \frac{1}{4} + \frac{1}{4} e_2(t, 0)$$

$$= \frac{5}{4} e_2(t, 0) - \frac{t}{2} - \frac{1}{4}.$$ 

Since $x^2$ is not globally one-to-one in $\mathbb{R}$, the backward substitution $u = x^2$ in the above equation yields the implicit solution

$$(x(t))^2 = \frac{5}{4} e_2(t, 0) - \frac{t}{2} - \frac{1}{4}, \quad \text{for all } t \in \mathbb{T},$$

by Theorem 6.2.2.
Chapter 7

Conclusions and open problems

This work presented a series of results regarding non–multiplicity, existence, uniqueness and successive approximations to solutions of first order dynamic equations on time scales that can model non–linear phenomena of a hybrid stop–start nature.

The field of dynamic equations on time scales was introduced in 1988 [?] and has gained a lot of attention in recent years, particularly, in the non–linear theory. Most investigations have been on boundary value problems on time scales while many areas of initial value problems have yet to be discovered.

Our results considered initial value problems, mostly with fixed initial conditions. This can be further extended considering periodic initial conditions and also with conditions that are continuous functions of $t$. We presented such a case in Chapter 4 regarding successive approximations to solutions of vector dynamic IVPs.

Extending Roger’s ideas from ordinary differential equations [?, pp.609-611] to the time scale setting, we can establish the non–multiplicity of solutions to the scalar dynamic IVP

$$x^\Delta = f(t,x), \quad \text{for all } t \in [0,a]_T;$$
$$x(0) = 0,$$

(7.0.1) (7.0.2)

Let $D \subseteq \mathbb{R}$. Define

$$R^c := \{(t,u) : t \in (0,a]_T \text{ and } u \in D\}.$$ 

Then the following conjecture can be investigated.
Proposition 7.0.4 Let $f : \mathbb{R}^\kappa \rightarrow \mathbb{R}$ be right–Hilger–continuous. If there exists a positively regressive function $p(t) := \frac{1}{t \sigma(t)}$ for all $t \in (0, a]_T$ such that $f$ satisfies the conditions

(a) $|f(t, u) - f(t, v)| \leq p(t)|u - v|$, for all $(t, u), (t, v) \in \mathbb{R}^\kappa$;

(b) $f(t, x) = o(p(t)e_p(t, 0))$ for all $t \in (0, a]_T$. That is, for a given $0 < \epsilon < 1/2$ we have

$$f(t, x) = \epsilon p(t)e_p(t, 0) \quad \text{for all } t \in (0, a]_T;$$

then the IVP (7.0.1), (7.0.2) has, at most, one solution $x : [0, a]_T \rightarrow \mathbb{R}$, with $x(t) \in D$ for all $t \in [0, a]_T$.

It will be interesting to investigate existence of solutions of singular and non–singular initial value problems on time scales. Singular initial value problems have important applications in industry that display a hybrid structure $[?]$.

The Banach space constructed in Chapter 3 also provides a platform to investi-gate solutions of initial value problems extended to the entire neighbourhood $[t_0 - a, t_0 + a]_T$ of a point $t_0 \in \mathbb{T}$ or within a smaller interval $[t_0 - \alpha, t_0 + \alpha]_T \subseteq [t_0 - a, t_0 + a]_T$. 
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Appendix A

Notation and fundamentals

This appendix explains notation used in this work, basic ideas and definitions of time scale calculus and some preliminary results.

A.1 Notation

Throughout these pages, we will follow the notation given below.

- $\mathbb{T}$ denotes an arbitrary time scale, which is a closed, non-empty subset of $\mathbb{R}$.
- $[a,b]_\mathbb{T}$ – an interval in $\mathbb{T}$ with $b > a$.
- $f = (f_1, f_2, \cdots, f_n)$ – an $n$-dimensional vector function.
- $x = (x_1, x_2, \cdots, x_n)$ – an $n$-dimensional vector function.
- $f$ – a scalar function.
- $x$ – a scalar function.
- All other bold faced letters refer to an element in $\mathbb{R}^n$, otherwise they refer the element to be in $\mathbb{R}$.
- $x^\sigma = x \circ \sigma$.
- $x^\Delta$ – the delta derivative of $x$.
- $x^\nabla$ – the nabla derivative of $x$. 
• \((a, b)\), where \(a, b \in \mathbb{R}^n\) – the usual Euclidean inner product on \(\mathbb{R}^n\).

• \(\| \cdot \|\) – the Euclidean norm on \(\mathbb{R}^n\).

• For any \(t_0 \in \mathbb{T}\), we will write \(e_1(\cdot, t_0) = e(\cdot, t_0)\).

### A.2 Basic time scale calculus

**Definition A.1.1** The time scale

A time scale, denoted by \(\mathbb{T}\), may be any non-empty closed subset of \(\mathbb{R}\). For example,

\[ \mathbb{R}, \mathbb{Z}^+, [-1, 0] \cup [1, 2] \text{ and } \{x \in \mathbb{R} : |x| \leq 1\} \cup \{n/2 : n \in \mathbb{N}\} \]

are examples of time scales.

Graphically, we can think of the points on a time scale to be as shown in Figure A.1.

![Figure A.1](image)

An arbitrary time scale may or may not be connected. The notion of connectivity of points in a time scale is described in terms of the forward and backward jump operators defined as follows:

**Definition A.1.2** The forward and backward jump operators

Let \(\mathbb{T}\) be an arbitrary time scale and \(t\) be a point in \(\mathbb{T}\). The forward jump operator, \(\sigma(t) : \mathbb{T} \to \mathbb{T}\), is defined as

\[ \sigma(t) := \inf\{s \in \mathbb{T} : s > t\}, \quad \text{for all } t \in \mathbb{T}. \]

In a similar way, we define the backward jump operator, \(\rho(t) : \mathbb{T} \to \mathbb{T}\), as

\[ \rho(t) := \sup\{s \in \mathbb{T} : s < t\}, \quad \text{for all } t \in \mathbb{T}. \]
Thus, in Figure A.1, we note that $\sigma(A) = A$ while $\sigma(B) = C$. Similarly $\rho(F) = E = \rho(E)$. In this way, the forward and backward (or right and left) jump operators declare whether a point in a time scale is discrete and give the direction of discreteness of the point. The following table describes the left– and right–discreteness of a point $t$ in an arbitrary time scale $\mathbb{T}$.

<table>
<thead>
<tr>
<th>Point</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>right–dense</td>
<td>$\sigma(t) = t$</td>
</tr>
<tr>
<td>right–scattered</td>
<td>$\sigma(t) &gt; t$</td>
</tr>
<tr>
<td>left–dense</td>
<td>$\rho(t) = t$</td>
</tr>
<tr>
<td>left–scattered</td>
<td>$\rho(t) &lt; t$</td>
</tr>
<tr>
<td>isolated</td>
<td>$\rho(t) &lt; t &lt; \sigma(t)$</td>
</tr>
<tr>
<td>dense</td>
<td>$\rho(t) = t = \sigma(t)$</td>
</tr>
</tbody>
</table>

The ‘step size’ at each point of a time scale is given by the forward graininess function, $\mu(t)$, or the backward graininess function, $\nu(t)$, defined respectively as

\[
\mu(t) := \sigma(t) - t \quad \text{for all } t \in \mathbb{T}; \tag{A.1.1}
\]

\[
\nu(t) := t - \rho(t) \quad \text{for all } t \in \mathbb{T}. \tag{A.1.2}
\]

If $\mathbb{T}$ has a left scattered maximum value $m_1$, then we define $\mathbb{T}^\kappa := \mathbb{T} \setminus m_1$, otherwise $\mathbb{T}^\kappa := \mathbb{T}$. The right scattered minimum of $\mathbb{T}$ is defined in a similar way and if we denote it by $m_2$ then we define $\mathbb{T}^\kappa := \mathbb{T} \setminus m_2$, otherwise $\mathbb{T}^\kappa := \mathbb{T}$.

We consider some examples of time scales with corresponding values of $\sigma(t)$ and $\mu(t)$ accompanied by their graphs.

**Example A.1.3** Define

\[
\mathbb{T} := \left\{ \frac{n}{2} : n \in \mathbb{N}_0 \right\}.
\]

Then, we have $\sigma(t) = \frac{n+1}{2} = t + \frac{1}{2}$, for all $t \in \mathbb{T}$. Hence, $\mu(t) = 1/2$, for all $t \in \mathbb{T}$ and the graph of $\mathbb{T}$ is linear as shown in the following figure.

Figure A.2: The graph of $\mathbb{T} = n/2$
Example A.1.4 Define
\[ T := \{ \sqrt{n} : n \in \mathbb{N}_0 \} . \]
Then, we have \( \sigma(t) = \sqrt{n+1} = \sqrt{t^2 + 1} \), for all \( t \in T \). Hence, \( \mu(t) = \sqrt{t^2 + 1} - t \), for all \( t \in T \) and the graph of \( T \) is non-linear as shown below.

Figure A.3: The graph of \( T = \sqrt{n} \)

Example A.1.5 Define
\[ T := \{ q^n : n \in \mathbb{Z}, q > 1 \} \cup \{0\}. \]
Then, we have \( \sigma(t) = q^{n+1} = qt \), for all \( t \in T \). Hence, \( \mu(t) = (q-1)t \), for all \( t \in T \).
The graph below shows \( T \) taking \( q = 2 \).

Figure A.4: The graph of \( T = q^n \) for \( q = 2 \)

Example A.1.6 Define
\[ T = P_{a,b} := \bigcup_{k=0}^{\infty} [k(a+b), k(a+b) + a]. \]
Then, for all \( t \in T \), we have
\[ \sigma(t) = \begin{cases} t & \text{if } t \in \bigcup_{k=0}^{\infty} [k(a+b), k(a+b) + a) \\ t + b & \text{if } t \in \bigcup_{k=0}^{\infty} k(a+b) + a. \end{cases} \]
Thus, for all \( t \in T \), we obtain
\[ \mu(t) = \begin{cases} 0 & \text{if } t \in \bigcup_{k=0}^{\infty} [k(a+b), k(a+b) + a) \\ b & \text{if } t \in \bigcup_{k=0}^{\infty} k(a+b) + a. \end{cases} \]
The graph of \( T \) taking \( a = 1 \) and \( b = 2 \) is given below.

Figure A.5: The graph of \( T = P_{1,2} \)
Example A.1.7 Define

\[ T := \left\{ \frac{2^1}{n} : n \in \mathbb{N} \right\} \cup \{1\}. \]

Then we have

\[ \sigma(t) = 2 \frac{t}{n+1} = \frac{t}{n+1}, \quad \text{for all } t \in T. \]

Hence, the step size becomes

\[ \mu(t) = t \frac{n}{n+1} - t = t \frac{n}{n+1} (1 - \frac{1}{n+1}), \quad \text{for all } t \in T. \]

The graph of \( T \) taking \( n = 2 \) is as follows:

Figure A.6: The graph of \( T = 2^{1/n} \) for \( n = 2 \)

Example A.1.8 Consider the Cantor set \( C := \bigcap_{k=0}^{\infty} C_k \), where \( C_0 = [0,1] \) and each of the remaining \( C_i \) where \( i = 1 \cdots k \) is obtained successively by removing the open middle third interval of \( C_{i-1} \). Hence \( C_i \subset C_{i-1} \) for all \( i \). Thus

\[ C_1 = [0, 1/3] \cup [2/3, 1] \]
\[ C_2 = [0, 1/9] \cup [2/9, 1/3] \cup [2/3, 7/9] \cup [8/9, 1]. \]

In this way, the Cantor set being the intersection of all \( C_k \) is non-empty and closed.

Let \( T = C \). Note that for \( C_1 \) there are three subdivisions of the interval \([0,1]\) and each dividing point \( t \) is the sum of \( c_1/3 \), where \( c_1 \in \{0,1,2\} \). For \( C_2 \) there are nine subdivisions of \([0,1]\) and each dividing point \( t \) is the sum of \( c_1/3 + c_2/9 \), where \( c_1, c_2 \in \{0,1,2\} \).

In this way, for each \( C_i \), there are \( 3^i \) subdivisions of \([0,1]\) and each dividing point \( t \) can be expressed as the ternary expansion \([?, p.22]\) \([?, p.40]\)

\[ t = \sum_{i=1}^{\infty} \frac{c_i}{3^i}, \quad \text{where } c_i \in \{0,1,2\} \text{ for all } i. \]

Thus, if \( t \) is the ‘inner’ end point of an interval in \( T \) (the end points except \( 0,1 \)), then \( t \) is either right–scattered or left–scattered.
In the earlier case, for each $C_i$ we have

$$\sigma(t) = t + \frac{1}{3^i}, \quad \text{for all } t \in C_i,$$

and in the latter case we have

$$\rho(t) = t - \frac{1}{3^i}, \quad \text{for all } t \in C_i,$$

and so $\mu(t) = \frac{1}{3^i} = \nu(t)$ for all $t \in C_i$. Note that for all other $t$ in $C_i$ we have $\rho(t) = t = \sigma(t)$. Hence there are no isolated points in $T$.

□

A.2 Continuity in time scales

Continuity of a function at a point $t \in T$ depends on the appearance of $t$ as ‘right–dense’ ($t = \sigma(t)$) or ‘left–dense’ ($t = \rho(t)$). Thus, for any $t \in T$, a right–dense–continuous (usually written as rd–continuous) function is defined as follows.

**Definition A.2.1 The right–dense continuity**

Assume $k : T \rightarrow \mathbb{R}^n$. We define $k$ as right–dense continuous or rd–continuous if

$$\lim_{s \to t^+} k(s) = k(t), \quad \text{for all } t \in T$$

where $t$ is right–dense and

$$\lim_{s \to t} k(s)$$

exists and is finite for all $t \in T$ where $t$ is left–dense. The set of all rd–continuous function on $T$ is denoted by $C_{rd}(T; \mathbb{R}^n)$.

□

The next definition due to Hilger [?, p.39] describes the so–called right–Hilger–continuous function $f(t, x)$ where the ordered $n$–pair $(t, x) \in T \times \mathbb{R}^n$. This is a more generalised definition and we have introduced this particular term for functions of several variables, to avoid confusion with rd–continuous functions of one variable.
Definition A.2.2 The right–Hilger–continuity
Consider an arbitrary time scale $\mathbb{T}$. A function $f : \mathbb{T} \times \mathbb{R}^n \rightarrow \mathbb{R}^n$ having the property that $f$ is continuous at each $(t, x)$ where $t$ is right–dense; and the limits

$$\lim_{(s, y) \rightarrow (t^-, x)} f(s, y) \quad \text{and} \quad \lim_{y \rightarrow x} f(t, y)$$

both exist and are finite at each $(t, x)$ where $t$ is left–dense, is said to be right–Hilger–continuous on $\mathbb{T} \times \mathbb{R}^n$.

Remark A.2.3 It should be noted that we will write $f$ defined above as rd–continuous if it is a function of $t$ only, that is, $f(t, x) = g(t)$ for all $t \in \mathbb{T}$.

Remark A.2.4 It can also be seen that a right–Hilger–continuous function $f$ will be continuous if $f(t, x) = h(x)$ for all $t \in \mathbb{T}$.

Definition A.2.5 The left–dense continuity
Let $\mathbb{T}$ be an arbitrary time scale. A function $f : \mathbb{T} \rightarrow \mathbb{R}$ is said to be ld–continuous if it is continuous at each $t \in \mathbb{T}$ that is left dense and $\lim_{s \rightarrow t^-} f(s)$ exists and is finite at each $t \in \mathbb{T}$ that is right dense.

From the above definitions, we note that all continuous functions are rd– and ld–continuous [?, Theorem 1.60, Definition 8.43].

As for right–Hilger–continuous functions, the term 'left–Hilger–continuous' is used in equivalence with the term 'ld–continuous' for a function of two or more variables, the first of which should be from an arbitrary time scale.

Definition A.2.6 The left–Hilger–continuity
Let $\mathbb{T}$ be an arbitrary time scale. A mapping $f : [a, b] \times \mathbb{T} \rightarrow \mathbb{R}$ is called left–Hilger continuous if: $f$ is continuous at each $(t, x)$ where $t$ is left–dense; and the limits

$$\lim_{(s, y) \rightarrow (t^+, x)} f(s, y) \quad \text{and} \quad \lim_{y \rightarrow x} f(t, y)$$

both exist and are finite at each $(t, x)$ where $t$ is right–dense.
Remark A.2.7 Remarks A.2.3 and A.2.4 also hold for left–Hilger–continuous and ld–continuous functions.

Example A.2.8 The following functions are left–Hilger–continuous:

(a) Consider \( f(t, p) := tp^2 \), where \( t \in \mathbb{T}_\kappa \) and \( p \in \mathbb{R} \). Note that the composition function \( t(x(t))^2 \) will be ld–continuous on \( \mathbb{T}_\kappa \times \mathbb{R} \). Therefore, by definition, \( f \) is left–Hilger–continuous on \( \mathbb{T}_\kappa \times \mathbb{R} \);

(b) Consider \( f(t, p) := t^2 \ln p \), where \( t \in \mathbb{T}_\kappa \) and \( p \in [0, k] \) where \( k > 0 \) is a continuous function. Note that the composition function \( t^2 \ln x(t) \) will be ld–continuous on \( \mathbb{T}_\kappa \). Therefore, \( f(t, p) \) is left–Hilger–continuous for all \( (t, p) \in \mathbb{T}_\kappa \times [0, k] \);

(c) Consider \( f(t, p) := \frac{1}{1+t} \exp[p] \), where \( t \in (-1, 0] \) and \( p \in [0, \infty) \). Note that the composition function \( \frac{1}{1+t} \exp[x(t)] \) will be ld–continuous for all \( t \in (-1, 0] \). Therefore, our \( f \) is left–Hilger–continuous on \( (-1, 0] \times [0, \infty) \);

(d) Consider \( f(t, p) := \rho(t) + p \), where \( t \in [0, 1] \) and \( p \in \mathbb{R} \). Then the composition function \( \rho(t) + x(t) \) will be ld–continuous for all \( t \in [0, 1] \). Therefore, our \( f \) is left–Hilger–continuous on \( [0, 1] \times \mathbb{R} \).

A.3 The delta and nabla derivatives

Definition A.3.1 Fix \( t \in \mathbb{T}^n \), and let \( x : \mathbb{T} \rightarrow \mathbb{R}^n \). Define \( \alpha \) to be the vector (if it exists) with the property that given \( \epsilon > 0 \) there is a neighbourhood \( U \) of \( t \), that is, \( U = (t - \delta, t + \delta) \cap \mathbb{T} \) for some \( \delta > 0 \), such that

\[
|\langle x(\sigma(t)) - x(s) \rangle - \alpha(\sigma(t) - s) \rangle | \leq \epsilon |\sigma(t) - s|, \text{ for all } s \in U. \tag{A.3.1}
\]

We call \( \alpha \) the delta derivative of \( x(t) \) and denote it by \( x^\Delta(t) \) for all \( t \in \mathbb{T}^n \). If \( x^\Delta(t) \) exists for all \( t \in \mathbb{T}^n \) then we say that \( x \) is delta differentiable on \( \mathbb{T} \).
Theorem A.3.2 Assume that \( k : \mathbb{T} \to \mathbb{R}^n \) and let \( t \in \mathbb{T}^\infty \).

1. If \( k \) is delta differentiable at \( t \) then \( k \) is continuous at \( t \).

2. If \( k \) is continuous at \( t \) and \( t \) is right–scattered then \( k \) is delta differentiable at \( t \) with
   \[
   k^\Delta(t) = \frac{k^{\sigma}(t) - k(t)}{\sigma(t) - t}, \quad \text{for all } t \in \mathbb{T}^\infty,
   \]
   where \( k^\sigma = k \circ \sigma \).

3. If \( k \) is delta differentiable and \( t \) is right–dense then
   \[
   k^\Delta(t) = \lim_{s \to t} \frac{k(t) - k(s)}{t - s}, \quad \text{for all } t \in \mathbb{T}.
   \]

4. If \( k \) is delta differentiable at \( t \) then
   \[
   k^\sigma(t) = k(t) + \mu(t)k^\Delta(t), \quad \text{for all } t \in \mathbb{T}^\infty.
   \]
   The above identity is often called the Simple Useful Formula and will be referred to as SUF in this work.

We illustrate the above ideas in two simple examples.

Example A.3.3 Consider an arbitrary time scale \( \mathbb{T} \) and define \( x(t) := t \) for all \( t \in \mathbb{T} \). We claim that \( x^\Delta(t) = 1 \) for all \( t \in \mathbb{T}^\infty \).

Proof: If \( t \) is right–scattered, then using Theorem A.3.2(2), we note that
\[
x^\Delta(t) = \frac{\sigma(t) - t}{\sigma(t) - t} = 1, \quad \text{for all } t \in \mathbb{T}^\infty. \tag{A.3.2}
\]
On the other hand, if \( t \) is right–dense, then using Theorem A.3.2(3), we again obtain \( x^\Delta(t) = 1 \) for all \( t \in \mathbb{T} \).

Example A.3.4 Consider \( \mathbb{T} := \{\sqrt{n} : n \in \mathbb{N}_0\} \). We claim that
\[
[\sigma(t)]^\Delta = (\sqrt{\sigma(t)^2 + 1} - \sqrt{t^2 + 1})(\sqrt{t^2 + 1} + t), \quad \text{for all } t \in \mathbb{T}^\infty.
\]
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Proof: Using Example A.1.4 and applying Theorem A.3.2(2), we obtain the delta derivative of $x$ for all $t \in \mathbb{T}^\kappa$ as follows:

$$[\sigma(t)]^\Delta = \frac{\sigma(\sigma(t)) - \sigma(t)}{\mu(t)} = \frac{\sqrt{\sigma(t)^2 + 1} - \sqrt{t^2 + 1}}{\sqrt{t^2 + 1} - t} \times \frac{\sqrt{t^2 + 1} + t}{\sqrt{t^2 + 1} + t} = \left(\frac{\sigma(t)^2 + 1 - t^2 + 1}{\sqrt{t^2 + 1} - t}\right) \times \frac{\sqrt{t^2 + 1} + t}{\sqrt{t^2 + 1} + t}.$$

□

The next theorem [?, Theorem 1.20] provides some basic identities to obtain the delta derivatives of some delta differentiable maps defined on $\mathbb{T}^\kappa$. These identities have played a fundamental role in our computations in this work and will be referred frequently.

**Theorem A.3.5** Let $x, y$ be defined on an arbitrary time scale $\mathbb{T}$. If $x, y$ are delta differentiable on $\mathbb{T}^\kappa$, then the following identities hold for $x, y$:

1. **The sum rule:** $x + y$ is delta differentiable on $\mathbb{T}^\kappa$ such that

$$\left(x + y\right)^\Delta(t) = x^\Delta(t) + y^\Delta(t), \text{ for all } t \in \mathbb{T}^\kappa.$$

2. **The scaler multiplication rule:** for any constant $\lambda$, $\lambda x$ is delta differentiable on $\mathbb{T}^\kappa$ such that

$$\left(\lambda x\right)^\Delta(t) = \lambda x^\Delta(t), \text{ for all } t \in \mathbb{T}^\kappa.$$

3. **The product rule:** $xy$ is delta differentiable on $\mathbb{T}^\kappa$ such that for all $t \in \mathbb{T}^\kappa$,

$$\left(xy\right)^\Delta(t) = x^\Delta(t)y(t) + x^\sigma(t)y^\Delta(t) = x(t)y^\Delta(t) + x^\Delta(t)y^\sigma(t).$$

4. **The inverse rule:** Define $1/x$ as $(1/x_1, 1/x_2, \ldots, 1/x_n)$ where $x_i \neq 0$ for all $i = 1 \cdots n$. Then $1/x$ is delta differentiable on $\mathbb{T}^\kappa$ such that

$$\left(\frac{1}{x}\right)^\Delta(t) = \frac{-x^\Delta(t)}{(x(t)x^\sigma(t))}, \text{ for all } t \in \mathbb{T}^\kappa,$$

provided $(x(t)x^\sigma(t)) \neq 0$ for all $t \in \mathbb{T}^\kappa$. Here $\langle x(t)x^\sigma(t) \rangle$ is the usual Euclidean inner product of $x$ and $x^\sigma$ on $\mathbb{R}^n$. 
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(5) The quotient rule: $x/y$ is delta differentiable on $T^\kappa$ such that
\[
\left(\frac{x}{y}\right)^\Delta(t) = \frac{x^\Delta(t)y(t) - x(t)y^\Delta(t)}{y(t)y^\sigma(t)}, \quad \text{for all } t \in T^\kappa
\]
provided $(y(t)y^\sigma(t)) \neq 0$ for all $t \in T^\kappa$.

The above theorem provides the most powerful tools to simplify delta differentiation. To show this, we consider the following examples.

**Example A.3.6** Let $x : T \to \mathbb{R}$ be defined by $x(t) := t^3$ and $y : T \to \mathbb{R}$ be defined by $y(t) := 1/t^2$ for all $t \in T \setminus \{0\}$. We claim that
\[
x^\Delta(t) = t^2 + t \sigma(t) + \sigma(t)^2, \quad \text{for all } t \in T^\kappa
\]
and
\[
y^\Delta(t) = -\frac{t + \sigma(t)}{(t\sigma(t))^2}, \quad \text{for all } t \in T^\kappa \setminus \{0\}.
\]

**Proof:** Applying the product rule (Theorem A.3.5 (3)) and [?, Example 1.25], we obtain for all $t \in T^\kappa$
\[
x^\Delta(t) = t^2 + (t + \sigma(t))\sigma(t)
\]
\[
= t^2 + t \sigma(t) + \sigma(t)^2. \quad \text{(A.3.3)}
\]

Similarly, applying the inverse rule (Theorem A.3.5 (4)), and using [?, Example 1.25] we obtain for all $t \in T^\kappa \setminus \{0\}$
\[
y^\Delta(t) = \left(\frac{1}{t^2}\right)^\Delta
\]
\[
= -\frac{(t^2)^\Delta}{t^2\sigma(t)^2}
\]
\[
= -\frac{(t + \sigma(t))(t\sigma(t))}{(t\sigma(t))^2}. \quad \text{(A.3.4)}
\]

We also note from the above example how for $T = \mathbb{R}$ the delta derivative behaves as the ordinary derivative, as for $T = \mathbb{R}$, we have $\sigma(t) = t$ and so (A.3.3) yields $x'(t) = 3t^2$ and (A.3.4) yields $y'(t) = -2/t^3$ for all $t \in T \setminus \{0\}$.  
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Example A.3.7 Consider the time scale defined in Example A.1.3, that is, $T := \left\{ \frac{n}{2} : n \in \mathbb{N}_0 \right\}$ with $\sigma(t) = t + 1/2$. Define $x : T \rightarrow \mathbb{R}$ as

$$x(t) := t\sigma(t), \quad \text{for all } t \in T.$$ 

Then using the product rule in Theorem A.3.5(3), we obtain for all $t \in T^\kappa$

$$x^\Delta(t) = (t\sigma(t))^\Delta = \sigma(t)(1 + \sigma(t)) = 2\sigma(t) = 2t + 1.$$ 

□

We can obtain results for the delta derivative of the generalised function $x(t) = (t - a)^n$ [?, Theorem 1.24], where $a$ is a constant and $n \in \mathbb{N}$. This is shown in the following theorem.

Theorem A.3.8 Let $T$ be a generalised time scale and $t \in T$. Let $a$ be a constant. If there exist $x, y : T \rightarrow \mathbb{R}$ such that $x(t) := (t - a)^n$ and $y(t) := (t - a)^{-m}$ for some $n, m \in \mathbb{N}$ then

$$x^\Delta(t) = \sum_{k=0}^{n-1} (t - a)^k(\sigma(t) - a)^{n-1-k}, \quad \text{for all } t \in T^\kappa; \quad (A.3.5)$$

$$y^\Delta(t) = -\sum_{k=0}^{m-1} (t - a)^{-m+k}(\sigma(t) - a)^{-1-k}, \quad \text{for all } t \in T^\kappa, \quad (A.3.6)$$

provided $(t - a)(\sigma(t) - a) \neq 0$ for all $t \in T$.

□

Definition A.3.9 The nabla derivative

Let $x : T \rightarrow \mathbb{R}$ and $t \in T_\kappa$. Define $\lambda$ to be the number (if it exists) with the property that given $\epsilon > 0$ there is a neighbourhood $N$ of $t$ with

$$|[x(\rho(t)) - x(s)] - \lambda[\rho(t) - s]| \leq \epsilon|\rho(t) - s|, \quad \text{for all } s \in N.$$ 

We call $\lambda$ the nabla–derivative of $x(t)$ and denote it by $x^\nabla(t)$ for all $t \in T_\kappa$. If $x^\nabla(t)$ exists for all $t \in T_\kappa$ then we say that $x$ is nabla differentiable on $T$. 
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The nabla–derivative has similar properties to delta–derivative for $T = \mathbb{R}$ and $T = \mathbb{Z}$. In the former case, we have $x^\nabla(t) = x'(t)$ and for the latter case, we have $x^\nabla(t) = x(t) - x(t-1)$. For a generalised time scale, the properties of nabla–derivative can be seen through the following theorem.

**Theorem A.3.10** Let $T$ be an arbitrary time scale and a function $h: T_\kappa \to \mathbb{R}$. Then the following hold for all $t \in T_\kappa$:

1. if $h$ is nabla differentiable at $t$, then $h$ is continuous at $t$;
2. if $h$ is continuous at $t$ and $t$ is left–scattered, then $h$ is nabla differentiable at $t$ and

$$h^\nabla(t) := \frac{h(t) - h(\rho(t))}{\nu(t)};$$
3. If $t$ is left–dense, then $h$ is nabla differentiable at $t$ defined by

$$h^\nabla(t) := \lim_{s \to t} \frac{h(t) - h(s)}{t - s},$$

provided the limit on the right hand side exists and is finite;
4. if $h$ is nabla differentiable at $t$ then

$$h^\rho(t) := h(t) - \nu(t)h^\nabla(t).$$

□

For more details on nabla–derivatives, see [?, pp.77–81] and [?, Chapter 1, Chapter 8].

The next theorem [?, Theorem 1], [?, Theorem 1.90] presents a generalised form of the chain rule in the time scale setting.

**Theorem A.3.11** Let $x: T^\kappa \to \mathbb{R}$ be a delta differentiable function. If there exists a continuously differentiable function $y: \mathbb{R} \to \mathbb{R}$ then $y \circ x: T \to \mathbb{R}$ will be delta differentiable defined by

$$(y \circ x)^\Delta(t) = [y(x(t))]^\Delta := x^\Delta(t) \int_0^1 y'[x(t) + k\mu(t)x^\Delta(t)] \, dk,$$

(A.3.7)

for all $t \in T^\kappa$.

□
A.4 The delta and nabla integrals

In Section 2.4, we described that the derivative of a function defined on a time scale is called delta–derivative. Likewise, the anti–derivative of a function in the time scale setting is termed as the delta integral and the process is called delta–integration.

Definition A.5.1 Let $T$ be an arbitrary time scale and $j : T \to \mathbb{R}^n$. If $J^\Delta(t) = j(t)$ then we define the delta integral of $j$ by

$$\int_a^t j(s) \Delta s = J(t) - J(a).$$

(A.5.1)

If $T = \mathbb{R}$ then

$$\int_a^t j(s) \Delta s = \int_a^t j(s) ds,$$

while if $T = \mathbb{Z}$ then

$$\int_a^t j(s) \Delta s = \Sigma_{t \downarrow}^t j(s).$$

It should be noted that all rd–continuous functions are delta integrable [?, Theorem 1.74].

Let $C(T; \mathbb{R}^n)$ denote the space of all continuous functions on $T$. The following theorem describes the existence of an anti–derivative of a right–Hilger–continuous function defined on $T^c \times \mathbb{R}^n$, where $T$ an arbitrary time scale.

Theorem A.5.2 Let $f : T^c \times \mathbb{R}^n \to \mathbb{R}^n$ and $t_0 \in T$. If $f$ is right–Hilger–continuous on $T^c \times \mathbb{R}^n$ then there exists a function $F : C(T; \mathbb{R}^n) \to C(T; \mathbb{R}^n)$ called the delta integral of $f$ such that

$$[Fx](t) := \int_{t_0}^t f(s, x(s)) \Delta s, \quad \text{for all } t \in T.$$  

(A.5.2)

The next theorem provides important identities for delta–integration of right–Hilger–continuous functions and will be frequently used in our work. This is a more generalised extension of [?, Theorem 1.77 (i) – (iv), (vii)] in the light of Remark A.2.3.
Theorem A.5.3 Let \( a, b, c \in \mathbb{T} \) and \( \lambda \in \mathbb{R} \). If \( f, g \) are right–Hilger–continuous on \( \mathbb{T} \times \mathbb{R}^n \), then the following identities hold for all \((t, x) \in \mathbb{T} \times \mathbb{R}^n\):

\[
\begin{align*}
(i) \quad & \int_a^b [f(t, x) + g(t, x)] \Delta t = \int_a^b f(t, x) \Delta t + \int_a^b g(t, x) \Delta t; \\
(ii) \quad & \int_a^b [\lambda f](t, x) \Delta t = \lambda \int_a^b f(t, x) \Delta t; \\
(iii) \quad & \int_a^b f(t, x) \Delta t = - \int_b^a f(t, x) \Delta t; \\
(iv) \quad & \int_a^b f(t, x) \Delta t = \int_a^c f(t, x) \Delta t + \int_c^b f(t, x) \Delta t; \\
(v) \quad & \int_a^a f(t, x) \Delta t = 0; \\
(vi) \quad & \text{if, for all } (t, x) \in [a, b)_{\mathbb{T}} \times \mathbb{R}^n, \text{ we have } \|f(t, x)\| \leq \|g(t, x)\|, \text{ then} \\
\quad & \left\| \int_a^b f(t, x) \Delta t \right\| \leq \int_a^b g(t, x) \Delta t, \quad \text{for all } (t, x) \in [a, b)_{\mathbb{T}} \times \mathbb{R}^n; \\
(vii) \quad & \text{if, for all } (t, x) \in [a, b)_{\mathbb{T}} \times \mathbb{R}, \text{ we have } f(t, x) \geq 0, \text{ then} \\
\quad & \int_a^b f(t, x) \Delta t \geq 0, \quad \text{for all } (t, x) \in [a, b)_{\mathbb{T}} \times \mathbb{R}^n.
\end{align*}
\]

**Proof:** The proof is similar to that of [?, Theorem 1.77 (i)–(iv), (vii)] and is, therefore, sketched only for part (i).

We note that \( f, g \) are right–Hilger–continuous on \( \mathbb{T} \times \mathbb{R}^n \). Thus, by Theorem A.5.2, \( f, g \) possess antiderivatives \( F, G \) defined by (A.5.2). By the sum rule, Theorem A.3.5(1), we obtain for all \( t \in \mathbb{T}^n \)

\[
[F + G](x)^\Delta(t) = [Fx]^\Delta(t) + [Gx]^\Delta(t) = f(t, x(t)) + g(t, x(t)).
\]

Thus, \( F + G \) will be an antiderivative of \( f + g \). Therefore, for all \( t \in \mathbb{T} \), we obtain

\[
\int_a^b [f(t, x(t)) + g(t, x(t))] \Delta t = [F + G](x)(b) - [F + G](x)(a) = [Fx](b) - [Fx](a) + [Gx](b) - [Gx](a) = \int_a^b f(t, x) \Delta t + \int_a^b g(t, x) \Delta t.
\]
Example A.5.4  Let $\mathbb{T}$ be an arbitrary time scale. Consider the functions $u(t) := t + \sigma(t)$ and $v(t) := \frac{t + \sigma(t)}{(t\sigma(t))^2}$, for all $t \in \mathbb{T} \setminus \{0\}$. We claim that $u, v$ are delta integrable and find their anti–derivatives.

Proof: We note that the composition functions $t + \sigma(t)$ and $\frac{t + \sigma(t)}{(t\sigma(t))^2}$ are rd–continuous for all $t \in \mathbb{T} \setminus \{0\}$. So our $u, v$ are delta integrable [?, Theorem 1.74].

Fix $t_0 \in \mathbb{T}$. Then using (A.5.1) and [?, Example 1.25], we note that for all $t \in \mathbb{T}$,

$$\int_{t_0}^{t} u(s) \Delta s = \int_{t_0}^{t} s + \sigma(s) \Delta s = t^2 - t_0^2.$$ 

Similarly, since $t \sigma(t) \neq 0$ for all $t \in \mathbb{T} \setminus \{0\}$, using Example A.3.6, we obtain for all $t \in \mathbb{T} \setminus \{0\}$

$$\int_{t_0}^{t} v(s) \Delta s = \int_{t_0}^{t} \frac{s + \sigma(s)}{(s\sigma(s))^2} \Delta s = \frac{1}{t^2} - \frac{1}{t_0^2} = \frac{t^2 - t_0^2}{(t \, t_0)^2}. \quad \square$$

The following theorem provides two important identities, integration by parts, that hold for any rd–continuous functions $k, r$ defined on $\mathbb{T}$, where $a, b \in \mathbb{T}$. [?, Theorem 1.77]

Theorem A.5.5 Define $[a, b]_\mathbb{T} := [a, b] \cap \mathbb{T}$, where $\mathbb{T}$ is an arbitrary time scale. Let $k, r$ be rd–continuous on $\mathbb{T}$. Then the following identities hold.

$$\int_{a}^{b} k^\sigma(t) r^\Delta(t) \Delta t = [kr](b) - [kr](a) - \int_{a}^{b} k^\Delta(t) r(t) \Delta t; \quad \text{(A.5.3)}$$

$$\int_{a}^{b} k(t) r^\Delta(t) \Delta t = [kr](b) - [kr](a) - \int_{a}^{b} k^\Delta(t) r^\sigma(t) \Delta t. \quad \text{(A.5.4)}$$

The improper integral of a right–Hilger–continuous function is defined as follows. The idea is due to [?, p.30].
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Definition A.5.6 Let $t_0 \in T$ with $\sup T = \infty$. If $f$ is a right–Hilger–continuous function defined on $[t_0, \infty) \times \mathbb{R}^n$, then the improper integral of $f$ will be

$$\int_{t_0}^{\infty} f(t, x) \Delta t := \lim_{b \to \infty} \int_{t_0}^{b} f(t, x) \Delta t, \quad \text{for all } t \in [t_0, \infty)_T,$$

provided the limit on the right hand side exists. In that case, we say that the improper integral converges. If the limit does not exist then we say that the improper integral diverges.

The next theorem [?, Theorem 1.79] will be useful in our results in this work.

Theorem A.5.7 Assume $a, b \in T$. If $k$ is rd–continuous on $T$, then the following identities describe equivalence of the delta integral of $k$:

- For $T = \mathbb{R}$,
  $$\int_{a}^{b} k(t) \Delta t = \int_{a}^{b} k(t) \, dt, \quad \text{for all } t \in T;$$

- For $[a, b]_T = [a, b] \cap T$ consisting of isolated points, we obtain for all $t \in T$
  $$\int_{a}^{b} k(t) \Delta t = \begin{cases} 
\sum_{t \in [a, b)_T} \mu(t)k(t), & \text{if } a < b; \\
0, & \text{if } a = b; \\
\sum_{t \in [b, a)_T} \mu(t)k(t), & \text{if } a > b.
\end{cases}$$

The nabla integral can be defined in a similar way as delta integral.

Definition A.5.8 The nabla anti–derivative

Let $h : T \to \mathbb{R}$. A function $H : T \to \mathbb{R}$ will be a nabla anti–derivative of $h$ if $H^\nabla(t) = h(t)$ holds for all $t \in T$. Let $t_0 \in T$ with $t_0 < t$ then the Cauchy nabla integral of $h$ is defined as

$$\int_{t_0}^{t} h(s) \nabla s := H(t) - H(t_0), \quad \text{for all } t \in T.$$
A.6 Special functions

The following functions provide a deeper understanding of the time scale calculus and are called special functions.

Definition A.6.1 [? , p.58] Consider a function \( p : \mathbb{T} \to \mathbb{R} \). If \( p \) is rd–continuous on \( \mathbb{T} \) and \( 1 + p(t)\mu(t) \neq 0 \) for all \( t \in \mathbb{T} \), then \( p \) is called a regressive function.

\[ \square \]

Here \( \mu \) is the graininess function defined in (A.1.1). The set of all regressive functions on \( \mathbb{T} \) is defined as

\[ \mathcal{R} := \{ p \in C_{rd}(\mathbb{T}; \mathbb{R}) : 1 + p(t)\mu(t) \neq 0, \text{ for all } t \in \mathbb{T} \}. \] (A.6.1)

The inequality \( 1 + p(t)\mu(t) \neq 0 \) yields two possibilities, which form a partitioning of \( \mathcal{R} \) into two sets. The set of positively regressive functions, \( \mathcal{R}^+ \), and the set of negatively regressive functions, \( \mathcal{R}^- \). These are defined as:

\[ \mathcal{R}^+ := \{ p \in C_{rd}(\mathbb{T}; \mathbb{R}) : 1 + p(t)\mu(t) > 0, \text{ for all } t \in \mathbb{T} \}, \] (A.6.2)

and

\[ \mathcal{R}^- := \{ p \in C_{rd}(\mathbb{T}; \mathbb{R}) : 1 + p(t)\mu(t) < 0, \text{ for all } t \in \mathbb{T} \}. \] (A.6.3)

The elements of \( \mathcal{R} \) are closed under the operations \( \oplus \) and \( \ominus \) and hold the following properties. [?, pp. 58–59]

Theorem A.6.2 let \( p, q : \mathbb{T} \to \mathbb{R} \). If \( p, q \in \mathcal{R} \), then the following properties hold for \( p, q \):

(a) \( p \oplus q = p + q + \mu pq \);

(b) \( \ominus p = -\frac{p}{1 + \mu p} \);

(c) \( p \ominus q = p \oplus (\ominus q) = \frac{p - q}{1 + \mu q} \);

(d) \( p \ominus p = 0 \);

(e) \( \ominus(\ominus p) = p \);
(f) \( \ominus (p \ominus q) = q \ominus p \);

(g) \( \ominus (p \oplus q) = (\ominus p) \oplus (\ominus q) \).

\[ \square \]

**Definition A.6.3** Fix \( t_0 \in \mathbb{T} \) and assume \( p \in \mathcal{R} \). The exponential function denoted by \( e_p(\cdot, t_0) \) \([?], [?] \) is defined as

\[
e_p(t, t_0) := \begin{cases} 
\exp \left( \int_{t_0}^{t} p(s) \, ds \right), & \text{for } t \in \mathbb{T}, \mu = 0; \\
\exp \left( \int_{t_0}^{t} \frac{\Log(1 + \mu(s)p(s))}{\mu(s)} \, \Delta s \right), & \text{for } t \in \mathbb{T}, \mu > 0,
\end{cases}
\]

(A.6.4)

where \( \Log \) is the principal logarithm function.

\[ \square \]

We also note that \( e_p(t, t_0) \) is an increasing function if \( p(t) > 0 \) for all \( t \in \mathbb{T} \) and is a decreasing function if \( p(t) < 0 \) for all \( t \in \mathbb{T} \) \([?], \text{Theorem 7} \). Further properties of the exponential function \([?], [?], \text{Theorem 2.35, Theorem 2.36} \) are shown in the following theorem and will be used in further work.

**Theorem A.6.4** Let \( p, q : \mathbb{T} \to \mathbb{R} \). If \( p, q \in \mathcal{R} \), then the following properties hold for all \( t, s, r \in \mathbb{T} \):

1. \( e_0(t, s) = 1 = e_p(t, t) \);
2. \( e^\sigma_p(t, s) = e_p(\sigma(t), s) = (1 + \mu(t)p(t))e_p(t, s) \);
3. \( \frac{1}{e_p(t, s)} = e_{\ominus p}(t, s) = e_p(s, t) \);
4. \( e_p(t, s)e_p(s, r) = e_p(t, r) \);
5. \( e_p(t, s)e_q(t, s) = e_{p \ominus q}(t, s) \);
6. \( \frac{e_p(t, s)}{e_q(t, s)} = e_{p \ominus q}(t, s) \);
7. \( e^\Delta_p(t, s) = p(t)e_p(t, s) \);
8. \( \left[ \frac{1}{e_p(t, s)} \right]^\Delta = -\frac{p(t)}{e^\sigma_p(t, s)} \).
(9) If \( p \in \mathbb{R}^+ \) then \( e_p(t, t_0) > 0 \) for all \( t \in \mathbb{T} \). □

The following definitions and theorem due to [?, Definition 3.25, Lemma 3.26] will be useful in many examples of our results.

**Definition A.6.5** Let \( t_0 \in \mathbb{T} \) and \( p \in \mathbb{R} \). If \( e_p(t, t_0) \) is the exponential function, then the trigonometric functions in the time scale setting are defined as follows:

\[
\begin{align*}
\cos_p(t, t_0) & := \frac{e_{ip}(t, t_0) + e_{-ip}(t, t_0)}{2}; \\
\sin_p(t, t_0) & := \frac{e_{ip}(t, t_0) - e_{-ip}(t, t_0)}{2},
\end{align*}
\]

where \( i = \sqrt{-1} \).

□

**Theorem A.6.6** Fix \( t_0 \in \mathbb{T} \) and \( p \) be rd–continuous. If \( -\mu p^2 \in \mathbb{R} \), then the following properties hold for all \( t \in \mathbb{T}^\kappa \):

\[
\begin{align*}
(iv) \quad & \sin_p^\Delta(t, t_0) = p(t) \cos_p(t, t_0); \\
(v) \quad & \cos_p^\Delta(t, t_0) = -p(t) \sin_p(t, t_0);
\end{align*}
\]

□

### A.7 Dynamic equations on time scales

From the above sections, we are familiar with the idea of right– and left–Hilger–continuity of a function \( f = f(t, x) \) where \( f : \mathbb{T}^\kappa \times \mathbb{R}^n \to \mathbb{R}^n \).

**Definition A.7.1** Let \( f : \mathbb{T}^\kappa \times \mathbb{R}^{2n} \to \mathbb{R}^n \) be right–Hilger–continuous. A delta differential equation of the form

\[
\begin{align*}
x^\Delta = f(t, x, x^\sigma),
\end{align*}
\]

for all \( t \in \mathbb{T}^\kappa \) (A.7.1) is a generalised first order delta equation on time scales.

□
A solution of (A.7.1) will be a delta differentiable function \( y \) that satisfies (A.7.1).

For a right–Hilger–continuous function \( f : \mathbb{T}^{\kappa} \times \mathbb{R}^{n} \to \mathbb{R}^{n} \) a dynamic equation of any of the forms

\[
x^\Delta = f(t, x), \quad \text{for all } t \in \mathbb{T}^{\kappa}; \quad (A.7.2)
\]
\[
x^\Delta = f(t, x^\sigma), \quad \text{for all } t \in \mathbb{T}^{\kappa}, \quad (A.7.3)
\]
is also a first order delta equation on time scales and is a special case of (A.7.2).

**Definition A.7.2** Let \( f : \mathbb{T}^{\kappa} \times \mathbb{R}^{2n} \to \mathbb{R}^{n} \) be a right–Hilger–continuous function. An equation of the form

\[
x(t) = \int f(s, x(s), x^\sigma) \Delta s, \quad \text{for all } t \in \mathbb{T} \quad (A.7.4)
\]
is called the generalised delta integral equation.

\[\square\]

A solution to (A.7.4) will be a rd–continuous function \( y \) that satisfies (A.7.4).

The delta integral equations corresponding to (A.7.2) and (A.7.3) will, therefore, be of the form

\[
x(t) = \int f(s, x(s)) \Delta s, \quad \text{for all } t \in \mathbb{T} \quad (A.7.5)
\]
and

\[
x(t) = \int f(s, x^\sigma) \Delta s, \quad \text{for all } t \in \mathbb{T}. \quad (A.7.6)
\]

**Definition A.7.3** Let \( f : \mathbb{T}^{\kappa} \times \mathbb{R}^{2} \to \mathbb{R} \) be left–Hilger–continuous. A nabla differential equation of the form

\[
x^\nabla = f(t, x, x^\rho), \quad \text{for all } t \in \mathbb{T}_k \quad (A.7.7)
\]
is a generalised first order scalar nabla equation on time scales.

\[\square\]

A solution of (A.7.7) will be a nabla differentiable function \( y \) that satisfies (A.7.7).

For a left–Hilger–continuous function \( f : \mathbb{T}_k \times \mathbb{R} \to \mathbb{R} \) a dynamic equation of the form

\[
x^\nabla = f(t, x), \quad \text{for all } t \in \mathbb{T}_k; \quad (A.7.8)
\]
is also a first order nabla equation on time scales and is a special case of (A.7.7).
Definition A.7.4 Let $f : \mathbb{T}_h \times \mathbb{R} \rightarrow \mathbb{R}$ be a left–Hilger–continuous function. A dynamic equation of the form

$$x(t) = \int f(s, x(s)) \, \nabla s, \quad \text{for all } t \in \mathbb{T}$$

(A.7.9)

is called a nabla integral equation.

\[ \square \]

A solution to (A.7.9) will be a ld–continuous function $y$ that satisfies (A.7.9).

A.7.1 Linear dynamic equations

In this section, we present some ideas about the linear first order dynamic equations on time scales. These ideas will be used in many examples constructed in this work.

Definition A.7.5 Let $t$ be a point in an arbitrary time scale $\mathbb{T}$ and $x : \mathbb{T} \rightarrow \mathbb{R}^n$ be delta differentiable. Moreover, let $p : \mathbb{T} \rightarrow \mathbb{R}$ and $k : \mathbb{T} \rightarrow \mathbb{R}^n$. Consider the first order dynamic IVPs of the form

$$x^\Delta = p(t)x + k(t), \quad \text{for all } t \in \mathbb{T}^\kappa;$$

(A.7.10)

$$x(t_0) = x_0,$$  \hspace{1cm} (A.7.11)

and

$$x^\Delta = -p(t)x^{\sigma} + k(t), \quad \text{for all } t \in \mathbb{T}^\kappa;$$

(A.7.12)

$$x(t_0) = x_0.$$ \hspace{1cm} (A.7.13)

The dynamic equations of the type (A.7.10) and (A.7.12) are called linear dynamic equations and so the above IVPs are called linear dynamic IVPs.

\[ \square \]

The linear dynamic equations (A.7.10) and (A.7.12) will be non–homogeneous if $k(t) \neq 0$ for some $t \in \mathbb{T}$. Otherwise they will be homogeneous linear dynamic equations. The following theorems [?, p.77] provide solutions to the above linear first order initial value problems.
Theorem A.7.6  Consider the dynamic IVP (A.7.10), (A.7.11). If $p \in \mathbb{R}$, then the unique solution to (A.7.10), (A.7.11) will be given by
\[ x(t) = x_0 e_p(t, t_0) + \int_{t_0}^{t} k(s)e_p(t, \sigma(s)) \Delta s, \quad \text{for all } t \in T. \tag{A.7.14} \]

Theorem A.7.7  Consider the dynamic IVP (A.7.12), (A.7.13). If $p \in \mathbb{R}$, then the unique solution to (A.7.12), (A.7.13) will be given by
\[ x(t) = x_0 e_p(t_0, t) + \int_{t_0}^{t} k(s)e_p(s, t) \Delta s, \quad \text{for all } t \in T. \tag{A.7.15} \]

The following remarks indicate two important properties, the delta derivatives of two exponential functions, and are used extensively in this work. For details, see \footnote{[?] \footnote{[?]}}.

Remark A.7.8  The exponential function $e_p(t, t_0)$ is the unique solution to the linear dynamic IVP
\[ x^\Delta = p(t)x; \quad \text{for all } t \in T, \]
\[ x(t_0) = 1. \]

Remark A.7.9  In the light of Theorem A.6.2, we note that $e_{\ominus p}(t, t_0)$ will be the unique solution of the dynamic IVP
\[ x^\Delta = -p(t)x^\sigma; \quad \text{for all } t \in T, \]
\[ x(t_0) = 1. \]

A.7.2  The non–linear dynamic equations

The dynamic equations of the form (A.7.1), (A.7.2), (A.7.3) are said to be non–linear if $f$ is a non–linear function in the second argument on $T^\kappa \times \mathbb{R}^{2n}$ (for (A.7.1)) or on $T^\kappa \times \mathbb{R}^n$ (for (A.7.2) and (A.7.3)).